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Preface

There are many textbooks that offer an introduction to artificial intelligence ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uIAQAHFgINRbo5+gAAAABJRU5ErkJggg==)(AI). This text has five principal features that together distinguish it from other texts.

1. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uAAQAHEgILmD96dAAAAABJRU5ErkJggg==)*Unified presentation of the field.*

Some texts are organized from a historical perspective, describing each of the major problems and solutions that have been uncovered in 40 years of AI research. Although there is value to this perspective, the result is to give the impression of a dozen or so barely related ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uMAQAHHgIRq+cQHgAAAABJRU5ErkJggg==)subfields, each with its own techniques and problems. We have chosen to present AI as a unified field, working on a common problem in various guises. This has entailed some reinterpretation of past research, showing how it fits within a common framework and how it relates to other work that was historically separate. It has also led us to include material not normally covered in AI texts. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uEAQAHGgIPZQ7LxgAAAABJRU5ErkJggg==)

2. *Intelligent agent design.*

The unifying theme of the book is the concept of an *intelligent agent.* In this view, the problem of AI is to describe and build agents that receive percepts from the environment and perform actions. Each such agent is implemented by a function that maps percepts to actions, and we cover different ways to represent these functions, such as production systems, reactive agents, logical planners, neural networks, and decision-theoretic systems. We explain the role of learning as extending the reach of the designer into unknown environ ments, and show how it constrains agent design, favoring explicit knowledge representation and reasoning. We treat robotics and vision not as independently defined problems, but as occurring in the service of goal achievement. We stress the importance of the task environment characteristics in determining the appropriate agent design.

3. *Comprehensive and up-to-date coverage.*

We cover areas that are sometimes underemphasized, including reasoning under uncer tainty, learning, neural networks, natural language, vision, robotics, and philosophical foundations. We cover many of the more recent ideas in the field, including simulated annealing, memory-bounded search, global ontologies, dynamic and adaptive probabilistic (Bayesian) networks, computational learning theory, and reinforcement learning. We also provide extensive notes and references on the historical sources and current literature for the main ideas in each chapter. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uLAQAHBgIFHAlPEgAAAABJRU5ErkJggg==)

4. *Equal emphasis on theory and practice.*

Theory and practice are given equal emphasis. All material is grounded in first principles with rigorous theoretical analysis where appropriate, but the point of the theory is to get the concepts across and explain how they are used in actual, fielded systems. The reader of this book will come away with an appreciation for the basic concepts and mathematical methods of AI, and also with an idea of what can and cannot be done with today's technology, at what cost, and using what techniques. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5ufAQAHEAIKB4w1nAAAAABJRU5ErkJggg==)

5. *Understanding through implementation.*

The principles of intelligent agent design are clarified by using them to actually build agents. Chapter 2 provides an overview of agent design, including a basic agent and environment

**vii**

**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uXAQAHDAIIz1FAwwAAAABJRU5ErkJggg==)Vlll** Preface

project. Subsequent chapters include programming exercises that ask the student to add *>.* capabilities to the agent, making it behave more and more interestingly and (we hope) intelligently. Algorithms are presented at three levels of detail: prose descriptions and ! pseudo-code in the text, and complete Common Lisp programs available on the Internet or on floppy disk. All the agent programs are interoperable and work in a uniform framework for simulated environments.

This book is primarily intended for use in an undergraduate course or course sequence. It can also be used in a graduate-level course (perhaps with the addition of some of the primary sources suggested in the bibliographical notes). Because of its comprehensive coverage and the large number of detailed algorithms, it is useful as a primary reference volume for ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uFAQAG+gH/PhGRXwAAAABJRU5ErkJggg==)AI graduate students and professionals wishing to branch out beyond their own ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uJAQAG9gH9HqVjYwAAAABJRU5ErkJggg==)subfield. We also hope that AI researchers could benefit from thinking about the unifying approach we advocate.

The only prerequisite is familiarity with basic concepts of computer science (algorithms, data structures, complexity) at a sophomore level. Freshman calculus is useful for understanding neural networks and adaptive probabilistic networks in detail. Some experience with nonnumeric programming is desirable, but can be picked up in a few weeks study. We provide implementations of all algorithms in Common Lisp (see Appendix B), but other languages such as Scheme, Prolog, Smalltalk, C++, or ML could be used instead.

**Overview of the book**

The book is divided into eight parts. Part 1, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uDAQAHAgIDwYwMnAAAAABJRU5ErkJggg==)"Artificial Intelligence," sets the stage for all the others, and offers a view of the AI enterprise based around the idea of intelligent agents—systems that can decide what to do and do it. Part II, "Problem Solving," concentrates on methods for deciding what to do when one needs to think ahead several steps, for example in navigating across country or playing chess. Part III, "Knowledge and Reasoning," discusses ways to represent knowledge about the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uNAQAG/gIBe9/7PAAAAABJRU5ErkJggg==)world—how it works, what it is currently like, what one's actions might do—and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+svAwAI6QL35xucDwAAAABJRU5ErkJggg==)how to reason logically with that knowledge. Part IV, "Acting Logically," then discusses how to use these reasoning methods to decide what to do, particularly by constructing *plans.* Part V, "Uncertain Knowledge and Reasoning," is analogous to Parts III and IV, but it concentrates on reasoning and decision-making in the presence of *uncertainty* about the world, as might be faced, for example, by a system for medical diagnosis and treatment. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sPAwAI5wL2VT+4DwAAAABJRU5ErkJggg==)

Together, Parts II to V describe that part of the intelligent agent responsible for reaching decisions. Part VI, "Learning," describes methods for generating the knowledge required by these decision-making components; it also introduces a new kind of component, the *neural network,* and its associated learning procedures. Part VII, "Communicating, Perceiving, and Acting," describes ways in which an intelligent agent can perceive its environment so as to know what is going on, whether by vision, touch, hearing, or understanding language; and ways in which it can turn its plans into real actions, either as robot motion or as natural language utterances. Finally, Part VIII, "Conclusions," analyses the past and future of AI, and provides some light amusement by discussing what AI really is and why it has already succeeded to some degree, and airing the views of those philosophers who believe that AI can never succeed at all.

Preface

**Using this book**

This is a big book; covering *all* the chapters and the projects would take two semesters. You will notice that the book is divided into 27 chapters, which makes it easy to select the appropriate material for any chosen course of study. Each chapter can be covered in approximately one week. Some reasonable choices for a variety of quarter and semester courses are as follows:

• *One-quarter general introductory course:*

Chapters 1, 2, 3, 6, 7, 9, 11, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uBAQAG8gH7wyAg7QAAAABJRU5ErkJggg==)14, 15, 18, 22.

• *One-semester general introductory course:*

Chapters 1, 2, 3, 4, 6, 7, 9, 11, 13, 14, 15, 18, 19, 22, 24, 26, 27.

• *One-quarter course with concentration on search and planning:*

Chapters 1, 2, 3, 4, 5, 6, 7, 9, 11, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9uAAQAHUgIrgPBSpgAAAABJRU5ErkJggg==)12,13.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1ufAQAHUAIqNt7fowAAAABJRU5ErkJggg==)

• *One-quarter course with concentration on reasoning and expert systems:*

Chapters 1,2, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9uIAQAHVgItXXURKAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9uQAQAHVAIsfccneQAAAABJRU5ErkJggg==)3, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uHAQAHSgInDe9XEQAAAABJRU5ErkJggg==)6, 7, 8,9, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1ubAQAHSAIm2RJFUwAAAABJRU5ErkJggg==)10,11,14, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uPAQAHTgIp3rGcrQAAAABJRU5ErkJggg==)15,16.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uXAQAHTAIo/gOq/AAAAABJRU5ErkJggg==)

• *One-quarter course with concentration on natural language:*

Chapters 1, 2, 3, 6, 7, 8, 9, 14, 15, 22, 23, 26, 27.

• *One-semester course with concentration on learning and neural networks:*

Chapters 1, 2, 3, 4, 6, 7, 9, 14, 15, 16, 17,18, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uLAQAHRgIlLVulLQAAAABJRU5ErkJggg==)19, 20, 21.

• *One-semester course with concentration on vision and robotics:*

Chapters 1, 2, 3, 4, 6, 7, 11, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uTAQAHRAIkDemTfAAAAABJRU5ErkJggg==)13, 14, 15, 16, 17, 24, 25, 20.

These sequences could be used for both undergraduate and graduate courses. The relevant parts of the book could also be used to provide the first phase of graduate specialty courses. For example, Part VI could be used in conjunction with readings from the literature in a course on machine learning.

We have decided *not* to designate certain sections as "optional" or certain exercises as "difficult," as individual tastes and backgrounds vary widely. Exercises requiring significant programming are marked with a keyboard icon, and those requiring some investigation of the literature are marked with a book icon. Altogether, over 300 exercises are included. Some of them are large enough to be considered term projects. Many of the exercises can best be solved by taking advantage of the code repository, which is described in Appendix B. Throughout the book, important points are marked with ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uDAQAHQgIj8N7mowAAAABJRU5ErkJggg==)a *pointing icon.*

If you have any comments on the book, we'd like to hear from you. Appendix B includes information on how to contact us.
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ARTIFICIAL INTELLIGENCE

The two chapters in this part introduce the subject of Artificial Intelligence or AI and our approach to the subject: that AI is the study of *agents* that exist in an environment and perceive and act.

Section The Foundations of Artificial Intelligence

and subtracting machine called the Pascaline. Leibniz improved on this in 1694, building a mechanical device that multiplied by doing repeated addition. Progress stalled for over a century until Charles Babbage (1792-1871) dreamed that logarithm tables could be computed by machine. He designed a machine for this task, but never completed the project. Instead, he turned to the design of the Analytical Engine, for which Babbage invented the ideas of addressable memory, stored programs, and conditional jumps. Although the idea of programmable machines was not ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3s+AwAIMAKauGms3gAAAABJRU5ErkJggg==)new—in 1805, Joseph Marie Jacquard invented a loom that could be programmed using punched cards—Babbage's machine was the first artifact possessing the characteristics necessary for universal computation. Babbage's colleague Ada Lovelace, daughter of the poet Lord Byron, wrote programs for the Analytical Engine and even speculated that the machine could play chess or compose music. Lovelace was the world's first programmer, and the first of many to endure massive cost overruns and to have an ambitious project ultimately ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3seAwAILgKZ+GVKggAAAABJRU5ErkJggg==)abandoned." Babbage's basic design was proven viable by Doron Swade and his colleagues, who built a working model using only the mechanical techniques available at Babbage's time (Swade, 1993). Babbage had the right idea, but lacked the organizational skills to get his machine built. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3sRAwAINgKdG3UMugAAAABJRU5ErkJggg==)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3sBAwAIMgKbksGdnQAAAABJRU5ErkJggg==)AI also owes a debt to the software side of computer science, which has supplied the operating systems, programming languages, and tools needed to write modern programs (and papers about them). But this is one area where the debt has been repaid: work in AI has pioneered many ideas that have made their way back to "mainstream" computer science, including time sharing, interactive interpreters, the linked list data type, automatic storage management, and some of the key concepts of object-oriented programming and integrated program development environments with graphical user interfaces.

**Linguistics ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//sFAwAIwgLj3q+2igAAAABJRU5ErkJggg==)(1957-present)**

In 1957, B. F. Skinner published *Verbal Behavior.* This was a comprehensive, detailed account of the behaviorist approach to language learning, written by the foremost expert in the field. But curiously, a review of the book became as well-known as the book itself, and served to almost kill off interest in behaviorism. The author of the review was Noam Chomsky, who had just published a book on his own theory, *Syntactic Structures.* Chomsky showed how the behaviorist theory did not address the notion of creativity in language—it ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//sZAwAIvgLhzTSwKAAAAABJRU5ErkJggg==)did not explain how a child could understand and make up sentences that he or she had never heard before. Chomsky's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//sNAwAIygLn5D5tTAAAAABJRU5ErkJggg==)theory—based on syntactic models going back to the Indian linguist Panini (c. 350 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//sVAwAIxgLlVxsnrQAAAABJRU5ErkJggg==)B.C.)—could explain this, and unlike previous theories, it was formal enough that it could in principle be programmed.

Later developments in linguistics showed the problem to be considerably more complex than it seemed in 1957. Language is ambiguous and leaves much unsaid. This means that understanding language requires an understanding of the subject matter and context, not just an understanding of the structure of sentences. This may seem obvious, but it was not appreciated until the early 1960s. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//s9AwAI0ALqI12SBQAAAABJRU5ErkJggg==)Much of the early work in **knowledge representation** (the study of how to put knowledge into a form that a computer can reason with) was tied to language and informed by research in linguistics, which was connected in turn to decades of work on the philosophical analysis of language.

She also gave her name to Ada, the U.S. Department of Defense's all-purpose programming language.

1 INTRODUCTION

*In which we try to explain why we consider artificial intelligence to be a ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MjAwAIzgLq0eHgWQAAAABJRU5ErkJggg==)subject most worthy of study, and in which we try to decide what exactly it is, this being a good thing to decide before embarking.*

Humankind has given itself the scientific name **homo sapiens![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MzAwAI0gLsSmCDtgAAAABJRU5ErkJggg==)**—man the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MTAwAI0ALrGD375wAAAABJRU5ErkJggg==)wise—because our mental capacities are so important to our everyday lives and our sense of self. The field of **artificial intelligence,** or ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MZAwAIuALf2z3KhAAAAABJRU5ErkJggg==)AI, attempts to understand intelligent entities. Thus, one reason to study it is to learn more about ourselves. But unlike philosophy and psychology, which are also concerned with intelligence, AI strives to *build* intelligent entities as well as understand them. Another reason to study AI is that these constructed intelligent entities are interesting and useful in their own right. AI has produced many significant and impressive products even at this early stage in its development. Although no one can predict the future in detail, it is clear that computers with human-level intelligence (or better) would have a huge impact on our everyday lives and on the future course of civilization.

AI addresses one of the ultimate puzzles. How is it possible for a slow, tiny brain, whether biological or electronic, to perceive, understand, predict, and manipulate a world far larger and more complicated than itself? How do we go about making something with those properties? These are hard questions, but unlike the search for faster-than-light travel or an antigravity device, the researcher in AI has solid evidence that the quest is possible. All the researcher has to do is look in the mirror to see an example of an intelligent system. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MJAwAItALdW/fOAgAAAABJRU5ErkJggg==)

AI is one of the newest disciplines. It was formally initiated in 1956, when the name was coined, although at that point work had been under way for about five years. Along with modern genetics, it is regularly cited as the "field I would most like to be in" by scientists in other disciplines. A student in physics might reasonably feel that all the good ideas have already been taken by Galileo, Newton, Einstein, and the rest, and that it takes many years of study before one can contribute new ideas. AI, on the other hand, still has openings for a full-time Einstein.

The study of intelligence is also one of the oldest disciplines. For over 2000 years, philoso phers have tried to understand how seeing, learning, remembering, and reasoning could, or should,

Chapter Introduction

be done.' ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MVAwAIwALjaRDlnwAAAABJRU5ErkJggg==)The advent of usable computers in the early 1950s ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MFAwAIvALhvSuJSQAAAABJRU5ErkJggg==)turned the learned but armchair speculation concerning these mental faculties into a real experimental and theoretical discipline. Many felt that the new "Electronic Super-Brains" had unlimited potential for intelligence. "Faster Than Einstein" was a typical headline. But as well as providing a vehicle for creating artificially intelligent entities, the computer provides a tool for testing theories of intelligence, and many theories failed to withstand the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MdAwAIyALnU4E+WQAAAABJRU5ErkJggg==)test—a case of "out of the armchair, into the fire." AI has turned out to be more difficult than many at first imagined, and modem ideas are much richer, more subtle, and more interesting as a result.

AI currently encompasses a huge variety of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MNAwAIxALl00s63wAAAABJRU5ErkJggg==)subfields, from general-purpose areas such as perception and logical reasoning, to specific tasks such as playing chess, proving mathematical theorems, writing poetry, and diagnosing diseases. Often, scientists in other fields move gradually into artificial intelligence, where they find the tools and vocabulary to systematize and automate the intellectual tasks on which they have been working all their lives. Similarly, workers in AI can choose to apply their methods to any area of human intellectual endeavor. In this sense, it is truly a universal field. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MDAwAIzALphNFcEQAAAABJRU5ErkJggg==)

1.1 WHAT ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MhAwAIrgLaKHAK/AAAAABJRU5ErkJggg==)is ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MBAwAIrALZfUC2tAAAAABJRU5ErkJggg==)AI?

We have now explained why AI is exciting, but we have not said what it *is.* We could just say, "Well, it has to do with smart programs, so let's get on and write some." But the history of science shows that it is helpful to aim at the right goals. Early alchemists, looking for a potion for eternal life and a method to turn lead into gold, were probably off on the wrong foot. Only when the aim ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MxAwAIsgLcs/FpEwAAAABJRU5ErkJggg==);

changed, to that of finding explicit theories that gave accurate predictions of the terrestrial world, j in the same way that early astronomy predicted the apparent motions of the stars and planets, i![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MRAwAIsALb4awRQgAAAABJRU5ErkJggg==) could the scientific method emerge and productive science take place.

Definitions of artificial intelligence according to eight recent textbooks are shown in Fig- j ure 1.1. These definitions vary along two main dimensions. The ones on top are concerned![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//M2AwAIogLUZKt83wAAAABJRU5ErkJggg==) with *thought processes* and *reasoning,* whereas the ones on the bottom address *behavior. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MWAwAIoALTNvYEjgAAAABJRU5ErkJggg==)*Also,! the definitions on the left measure success in terms of *human* performance, whereas the ones 1

RATIONALITY

on the right measure against an *ideal* concept of intelligence, which we will call **rationality. A!** system is rational if it does the right thing. This gives us four possible goals to pursue in artificial j intelligence, as seen in the caption of Figure 1.1.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MuAwAIpgLW2Z1nhgAAAABJRU5ErkJggg==)

Historically, all four approaches have been followed. As one might expect, a tension existsl![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MOAwAIpALVjK3bzgAAAABJRU5ErkJggg==) between approaches centered around humans and approaches centered around rationality.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//M+AwAIqgLYUOEvKwAAAABJRU5ErkJggg==)2 A! human-centered approach must be an empirical science, involving hypothesis and experimental]

1![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MeAwAIqALXDGffSAAAAABJRU5ErkJggg==) A more recent branch of philosophy is concerned with proving that AI is impossible. We will return to this interesting j viewpoint in Chapter 26.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MqAwAIlgLOGtU+UwAAAABJRU5ErkJggg==)2 We should point out that by distinguishing between *human* and *rational* behavior, we are not suggesting that ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//M6AwAImgLQjh5mmgAAAABJRU5ErkJggg==)humans 1 are necessarily "irrational" in the sense of "emotionally unstable" or "insane." One merely need note that we often ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MaAwAImALPzy+GnQAAAABJRU5ErkJggg==)make I mistakes; we are not all chess grandmasters even though we may know all the rules of chess; and unfortunately, not] everyone gets an A on the exam. Some systematic errors in human reasoning are cataloged by ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MmAwAIngLSx2dZ0AAAAABJRU5ErkJggg==)Kahneman *et al. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MGAwAInALRklflmAAAAABJRU5ErkJggg==)(![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MiAwAIjgLKPGJG5QAAAABJRU5ErkJggg==)*1982).![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MCAwAIjALJaVL6rQAAAABJRU5ErkJggg==)

Section 1.1 What is ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MyAwAIkgLMp+MlCgAAAABJRU5ErkJggg==)Al?

"The exciting new effort to make computers

think . . . ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MSAwAIkALL9b5dWwAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MKAwAIlALNT+WCGwAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uPAQAHiwJIXOAtOQAAAABJRU5ErkJggg==)*machines with minds,* in the full

and literal sense" ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uXAQAHiQJHm+o2bwAAAABJRU5ErkJggg==)(Haugeland, 1985)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yuAAQAHjwJKwH+xQQAAAABJRU5ErkJggg==)"[The automation of] activities that we asso

ciate with human thinking, activities such as

decision-making, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8ufAQAHjQJJSLT90wAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yuIAQAHkwJMD88ABwAAAABJRU5ErkJggg==)problem solving, learning

.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yuQAQAHkQJLxh6TYwAAAABJRU5ErkJggg==).."(Bellman, 1978)

"The art of creating machines that perform

functions that require intelligence when per

formed by people" (Kurzweil, 1990)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uJAQAHcwI804+PTgAAAABJRU5ErkJggg==)

"The study of how to make computers do

things at which, at the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uBAQAHbwI6HD8+CAAAAABJRU5ErkJggg==)moment, people are ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uNAQAHewJAcGDH8gAAAABJRU5ErkJggg==)

better" (Rich and Knight, 1 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uFAQAHdwI+/SgsygAAAABJRU5ErkJggg==)99 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8ucAQAHXQIxqgsrcAAAAABJRU5ErkJggg==)1 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uaAQAHZQI15M5uewAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uKAQAHYwI08Jq+kQAAAABJRU5ErkJggg==))

"The study of mental faculties through the use of computational models"

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uWAQAHaQI3xHqcRwAAAABJRU5ErkJggg==)(Charniak and McDermott, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uGAQAHZwI23j0dFQAAAABJRU5ErkJggg==)1985)

"The study of the computations that make it possible to perceive, reason, and act" (Winston, 1992)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8ueAQAHbQI5FyRX+wAAAABJRU5ErkJggg==)

"A field of study that seeks to explain and emulate intelligent behavior in terms of computational processes" ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uOAQAHawI4A3CHEQAAAABJRU5ErkJggg==)(Schalkoff, 1 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uPAQAHSwIo08Zf+wAAAABJRU5ErkJggg==)990)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uHAQAHRwImDovF/wAAAABJRU5ErkJggg==) "The branch of computer science that is con cerned with the automation of intelligent behavior" (Luger and Stubblefield, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uQAQAHUQIrmdNBGgAAAABJRU5ErkJggg==)1993)

Figure 1.1 Some definitions of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uRAQAHMQIbApE0+AAAAABJRU5ErkJggg==)AI. They are organized into four categories:

Systems that think like humans. Systems that act like humans.

Systems that think rationally. Systems that act rationally.

TURING TEST

KNOWLEDGE ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uBAQAHLwIaBPAW2gAAAABJRU5ErkJggg==)
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confirmation. A rationalist approach involves a combination of mathematics and engineering. People in each group sometimes cast aspersions on work done in the other groups, but the truth is that each direction has yielded valuable insights. Let us look at each in more detail.

**Acting humanly: The Turing Test approach**

**The Turing Test,** proposed by Alan Turing ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uJAQAHMwIcy0CnnAAAAABJRU5ErkJggg==)(1950), was designed to provide a satisfactory operational definition of intelligence. Turing defined intelligent behavior as the ability to achieve human-level performance in all cognitive tasks, sufficient to fool an interrogator. Roughly speaking, the test he proposed is that the computer should be interrogated by a human via a teletype, and passes the test if the interrogator cannot tell if there is a computer or a human at the other end. Chapter 26 discusses the details of the test, and whether or not a computer is really intelligent if it passes. For now, programming a computer to pass the test provides plenty to work on. The computer would need to possess the following capabilities:

**0 natural language processing** to enable it to communicate successfully in English (or some other human language);

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uVAQAHOQIf/6CFSgAAAABJRU5ErkJggg==)<C> **knowledge representation** to store information provided before or during the interrogation;![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uFAQAHNwIe5ecEGAAAAABJRU5ErkJggg==) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0udAQAHPQIhCid+WgAAAABJRU5ErkJggg==)<) **automated reasoning** to use the stored information to answer questions and to draw new conclusions;

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uNAQAHOwIgHnOusAAAAABJRU5ErkJggg==)<) **machine learning** to adapt to new circumstances and to detect and extrapolate patterns. Turing's test deliberately avoided direct physical interaction between the interrogator and the computer, because *physical* simulation of a person is unnecessary for intelligence. However,

Chapter 1. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uSAQAHIQITIYQFJwAAAABJRU5ErkJggg==)Introduction

TOTAL TURING TEST the so-called **total Turing Test** includes a video signal so that the interrogator can test the subject's perceptual abilities, as well as the opportunity for the interrogator to pass physical objects "through the hatch." To pass the total Turing Test, the computer will need

COMPUTER VISION ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0ucAQAHHQIRssQDogAAAABJRU5ErkJggg==)<) **computer vision** to perceive objects, and

ROBOTICS ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uDAQAHPwIip0scHQAAAABJRU5ErkJggg==)(> **robotics** to move them about.

Within ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4uHAQAHBwIGP9kvwAAAAABJRU5ErkJggg==)AI, there has not been a big effort to try to pass the Turing test. The issue of acting like a human comes up primarily when AI programs have to interact with people, as when an expert system explains how it came to its diagnosis, or a natural language processing system has a dialogue with a user. These programs must behave according to certain normal conventions of human interaction in order to make themselves understood. The underlying representation and reasoning in such a system may or may not be based on a human model.

**Thinking humanly: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4ubAQAHBQIFBSpcrgAAAABJRU5ErkJggg==)The cognitive modelling approach**

If we are going to say that a given program thinks like a human, we must have some way of determining how humans think. We need to get *inside* the actual workings of human minds. There are two ways to do this: through introspection—trying ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4uPAQAHCwII4pS1xAAAAABJRU5ErkJggg==)to catch our own thoughts as they go ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4uXAQAHCQIHJZ6ukgAAAABJRU5ErkJggg==)by—or through psychological experiments. Once we have a sufficiently precise theory of the mind, it becomes possible to express the theory as a computer program. If the program's input/output and timing behavior matches human behavior, that is evidence that some of the program's mechanisms may also be operating in humans. For example, Newell and Simon, who developed GPS, the "General Problem Solver" (Newell and Simon, 1961), ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uAAQAHDwIKh31L6gAAAABJRU5ErkJggg==)were not content to have their program correctly solve problems. They were more concerned with comparing the trace of its reasoning steps to traces of human subjects solving the same problems. This is in contrast to other researchers of the same time (such as Wang ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4ufAQAHDQIJ9sBlLgAAAABJRU5ErkJggg==)(I960)), who were concerned with getting the right answers regardless of how humans might do it. The interdisciplinary field of
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**cognitive science** brings together computer models from AI and experimental techniques from psychology to try to construct precise and testable theories of the workings of the human mind. Although cognitive science is a fascinating field in itself, we are not going to be discussing it all that much in this book. We will occasionally comment on similarities or differences between AI techniques and human cognition. Real cognitive science, however, is necessarily based on experimental investigation of actual humans or animals, and we assume that the reader only has access to a computer for experimentation. We will simply note that AI and cognitive science continue to fertilize each other, especially in the areas of vision, natural language, and learning. The history of psychological theories of cognition is briefly covered on page 12.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uQAQAHEQILgRxpyAAAAABJRU5ErkJggg==)

**Thinking rationally: The laws of thought approach**

The Greek philosopher Aristotle was one of the first to attempt to codify "right thinking," that is, irrefutable reasoning processes. His famous **syllogisms** provided patterns for argument structures that always gave correct conclusions given correct premises. For example, "Socrates is a man;

Section 1.1. What ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4uZAQAG9QH9B4Zw3wAAAABJRU5ErkJggg==)is ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uEAQAHFwIOZmpZKAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uYAQAHFQINXJkqRgAAAABJRU5ErkJggg==)AI?

all men are mortal; therefore Socrates is mortal." These laws of thought were supposed to govern
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the operation of the mind, and initiated the field of **logic.**

The development of formal logic in the late nineteenth and early twentieth centuries, which we describe in more detail in Chapter 6, provided a precise notation for statements about all kinds of things in the world and the relations between them. (Contrast this with ordinary arithmetic notation, which provides mainly for equality and inequality statements about numbers.) By 1965, programs existed that could, given enough time and memory, take a description of a problem in logical notation and find the solution to the problem, if one exists. (If there is no solution, the program might never stop looking for it.) The so-called **logicist** tradition within artificial intelligence hopes to build on such programs to create intelligent systems.

There are two main obstacles to this approach. First, it is not easy to take informal knowledge and state it in the formal terms required by logical notation, particularly when the knowledge is less than 100% certain. Second, there is a big difference between being able to solve a problem "in principle" and doing so in practice. Even problems with just a few dozen facts can exhaust the computational resources of any computer unless it has some guidance as to which reasoning steps to try first. Although both of these obstacles apply to *any* attempt to build computational reasoning systems, they appeared first in the logicist tradition because the power of the representation and reasoning systems are well-defined and fairly well understood.

**Acting rationally: The rational agent approach**

Acting rationally means acting so as to achieve one's goals, given one's beliefs. An **agent** is just something that perceives and acts. (This may be an unusual use of the word, but you will get used to it.) In this approach, AI is viewed as the study and construction of rational agents.

In the "laws of thought" approach to AI, the whole emphasis was on correct inferences. Making correct inferences is sometimes *part* of being a rational agent, because one way to act rationally is to reason logically to the conclusion that a given action will achieve one's goals, and then to act on that conclusion. On the other hand, correct inference is not *all* of rationality, because there are often situations where there is no provably correct thing to do, yet something must still be done. There are also ways of acting rationally that cannot be reasonably said to involve inference. For example, pulling one's hand off of a hot stove is a reflex action that is more successful than a slower action taken after careful deliberation.

All the "cognitive skills" needed for the Turing Test are there to allow rational actions. Thus, we need the ability to represent knowledge and reason with it because this enables us to reach good decisions in a wide variety of situations. We need to be able to generate comprehensible sentences in natural language because saying those sentences helps us get by in a complex society. We need learning not just for erudition, but because having a better idea of how the world works enables us to generate more effective strategies for dealing with it. We need visual perception not just because seeing is fun, but in order to get a better idea of what an action might ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uNAQAH+wKA2tq+eQAAAABJRU5ErkJggg==)achieve—for example, being able to see a tasty morsel helps one to move toward it. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uVAQAH+QJ/oG1XMwAAAABJRU5ErkJggg==)

The study of AI as rational agent design therefore has two advantages. First, it is more general than the "laws of thought" approach, because correct inference is only a useful mechanism for achieving rationality, and not a necessary one. Second, it is more amenable to scientific
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development than approaches based on human behavior or human thought, because the standard of rationality is clearly defined and completely general. Human behavior, on the other hand, is well-adapted for one specific environment and is the product, in part, of a complicated and largely unknown evolutionary process that still may be far from achieving perfection. *This book will therefore concentrate on general principles of rational agents, and on components for constructing them.* We will see that despite the apparent simplicity with which the problem can be stated, an enormous variety of issues come up when we try to solve it. Chapter 2 outlines some of these issues in more detail.

One important point to keep in mind: we will see before too long that achieving perfect rationality—always doing the right thing—is not possible in complicated environments. The computational demands are just too high. However, for most of the book, we will adopt the working hypothesis that understanding perfect decision making is a good place to start. It simplifies the problem and provides the appropriate setting for most of the foundational material in the field. Chapters 5 and 17 deal explicitly with the issue of **limited rationality![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6udAQAH/QKBzo5ukwAAAABJRU5ErkJggg==)**—acting appropriately when there is not enough time to do all the computations one might like. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uLAQAIAwKEXdN9ZAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uTAQAIAQKDlALuAAAAAABJRU5ErkJggg==)

1.2 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uHAQAIBwKGc3Te4AAAAABJRU5ErkJggg==)THE FOUNDATIONS OF ARTIFICIAL INTELLIGENCE

In this section and the next, we provide a brief history of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6ubAQAIBQKFSYetjgAAAABJRU5ErkJggg==)AI. Although ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uXAQAICQKHaTNfsgAAAABJRU5ErkJggg==)AI itself is a young field, it has inherited many ideas, viewpoints, and techniques from other disciplines. From over 2000 years of tradition in philosophy, theories of reasoning and learning have emerged, along with the viewpoint that the mind is constituted by the operation of a physical system. From over 400 years of mathematics, we have formal theories of logic, probability, decision making, and computation. From psychology, we have the tools with which to investigate the human mind, and a scientific language within which to express the resulting theories. From linguistics, we have theories of the structure and meaning of language. Finally, from computer science, we have the tools with which to make AI a reality.

Like any history, this one is forced to concentrate on a small number of people and events, and ignore others that were also important. We choose to arrange events to tell the story of how the various intellectual components of modern AI came into being. We certainly would not wish to give the impression, however, that the disciplines from which the components came have all been working toward AI as their ultimate fruition.

**Philosophy (428 B.C.-present)**

The safest characterization of the European philosophical tradition is that it consists of a series

of footnotes to Plato.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6ufAQAIDQKJum2UDgAAAABJRU5ErkJggg==)—Alfred North Whitehead

We begin with the birth of Plato in 428 B.C. His writings range across politics, mathematics, physics, astronomy, and several branches of philosophy. Together, Plato, his teacher Socrates,

I

Section 1.2. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uPAQAICwKIrjlE5AAAAABJRU5ErkJggg==)The Foundations of Artificial Intelligence

and his student Aristotle laid the foundation for much of western thought and culture. The philosopher Hubert Dreyfus (1979, p. 67) says that "The story of artificial intelligence might well begin around 450 B.C." when Plato reported a dialogue in which Socrates asks Euthyphro,3 "I want to know what is characteristic of piety which makes all actions pious... that I may have it to turn to, and to use as a standard whereby to judge your actions and those of other ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uUAQAH2QJvI+AKAwAAAABJRU5ErkJggg==)men."4 In other words, Socrates was asking for an *algorithm* to distinguish piety from non-piety. Aristotle went on to try to formulate more precisely the laws governing the rational part of the mind. He developed an informal system of syllogisms for proper reasoning, which in principle allowed one to mechanically generate conclusions, given initial premises. Aristotle did not believe all parts of the mind were governed by logical processes; he also had a notion of intuitive reason. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uYAQAH1QJtA1T4PwAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uCAQAH3wJyQGWznAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uMAQAH2wJw+V0BMQAAAABJRU5ErkJggg==)

Now that we have the idea of a set of rules that can describe the working of (at least part of) the mind, the next step is to consider the mind as a physical system. We have to wait for ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uGAQAH5wJ2mT/nvgAAAABJRU5ErkJggg==)Rene Descartes ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uKAQAH4wJ0t5hEOgAAAABJRU5ErkJggg==)(1596-1650) for a clear discussion of the distinction between mind and matter, and the problems that arise. One problem with a purely physical conception of the mind is that it seems to leave little room for free will: if the mind is governed entirely by physical laws, then it has no more free will than a rock "deciding" to fall toward the center of the earth. Although a
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strong advocate of the power of reasoning, Descartes was also a proponent **of dualism.** He held that there is a part of the mind (or soul or spirit) that is outside of nature, exempt from physical laws. On the other hand, he felt that animals did not possess this dualist quality; they could be considered as if they were machines.

An alternative to dualism is **materialism,** which holds that all the world (including the brain and mind) operate according to physical law.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6ueAQAH7QJ5UCatUAAAAABJRU5ErkJggg==)5 Wilhelm Leibniz ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uJAQAH8wJ8lI115QAAAABJRU5ErkJggg==)(1646-1716) was probably the first to take the materialist position to its logical conclusion and build a mechanical device intended to carry out mental operations. Unfortunately, his formulation of logic was so weak that his mechanical concept generator could not produce interesting results.

It is also possible to adopt an intermediate position, in which one accepts that the mind has a physical basis, but denies that it can be *explained* by a reduction to ordinary physical processes. Mental processes and consciousness are therefore part of the physical world, but inherently unknowable; they are beyond rational understanding. Some philosophers critical of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uRAQAH8QJ7XVzmgQAAAABJRU5ErkJggg==)AI have adopted exactly this position, as we discuss in Chapter 26.

Barring these possible objections to the aims of AI, philosophy had thus established a tradition in which the mind was conceived of as a physical device operating principally by reasoning with the knowledge that it contained. The next problem is then to establish the source of knowledge. The **empiricist** movement, starting with Francis Bacon's (1561-1626) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uFAQAH9wJ+uirWYQAAAABJRU5ErkJggg==)*Novwn Organum,6* is characterized by the dictum of John Locke ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6uZAQAH9QJ9gNmlDwAAAABJRU5ErkJggg==)(1632-1704): "Nothing is in the understanding, which was not first in the senses." David Hume's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yuZAQAHtQJdmBaN3QAAAABJRU5ErkJggg==)(1711-1776) *A Treatise of Human Nature* (Hume, 1978) proposed what is now known as the principle of **induction:** ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yuRAQAHsQJbRZPOUwAAAABJRU5ErkJggg==)

**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yudAQAHvQJhTSWE8QAAAABJRU5ErkJggg==)**3 The *Euthyphro* describes the events just before the trial of Socrates in 399 B.C. Dreyfus has clearly erred in placing it 51 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yuVAQAHuQJfuKJ/4QAAAABJRU5ErkJggg==)years earlier.

4![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yubAQAHxQJlc3pMOgAAAABJRU5ErkJggg==) Note that other translations have "goodness/good" instead of "piety/pious."

5![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yuTAQAHwQJjrv8PtAAAAABJRU5ErkJggg==) In this view, the perception of "free will" arises because the deterministic generation of behavior is constituted by the operation of the mind selecting among what appear to be the possible courses of action. They remain "possible" because the brain does not have access to its own future states.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+dAQAHiQJFVd4G9wAAAABJRU5ErkJggg==)6 An update of Aristotle's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+NAQAHhwJET5mHpQAAAABJRU5ErkJggg==)*organon,* or instrument of thought.
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that general rules are acquired by exposure to repeated associations between their elements. The theory was given more formal shape by Bertrand Russell (1872-1970) who introduced
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CONFIRMATION

THEORY

MEANS-ENDS ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+EAQAHYwIyzYxuAwAAAABJRU5ErkJggg==)

ANALYSIS

**logical positivism.** This doctrine holds that all knowledge can be characterized by logical theories connected, ultimately, to **observation sentences** that correspond to sensory inputs.7 The **confirmation theory** of Rudolf Carnap and Carl Hempel attempted to establish the nature of the connection between the observation sentences and the more general ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+cAQAHaQI1Ck6s3wAAAABJRU5ErkJggg==)theories—in other words, to understand how knowledge can be acquired from experience. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+MAQAHZwI0EAktjQAAAABJRU5ErkJggg==)

The final element in the philosophical picture of the mind is the connection between knowledge and action. What form should this connection take, and how can particular actions be justified? These questions are vital to ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+aAQAHcQI5ch0nBgAAAABJRU5ErkJggg==)AI, because only by understanding how actions are justified can we understand how to build an agent whose actions are justifiable, or rational. Aristotle provides an elegant answer in the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+SAQAHbQI3s3YecgAAAABJRU5ErkJggg==)*Nicomachean Ethics* (Book III. 3, 1112b):![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+eAQAHeQI9jyyWtAAAAABJRU5ErkJggg==)

We deliberate not about ends, but about means. For a doctor does not deliberate whether he shall heal, nor an orator whether he shall ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+WAQAHdQI7XLqEggAAAABJRU5ErkJggg==)persuade, nor a statesman whether he shall produce law and order, nor does any one else deliberate about his end. They assume the end and consider how and by what means it is attained, and if it seems easily and best produced thereby; while if it is achieved by one means only they consider *how* it will be achieved by this and by what means *this* will be achieved, till they come to the first cause, which in the order of discovery is last .![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/289AwAIWQKtjsvcMgAAAABJRU5ErkJggg==). . ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28jAwAIXQKvUC3yUQAAAABJRU5ErkJggg==)and what is last in the order of analysis seems to be first in the order of becoming. And if we come on an impossibility, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28DAwAIWwKu7BqH6QAAAABJRU5ErkJggg==)we give up the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28JAwAIQwKiU+lmRAAAAABJRU5ErkJggg==)search, e.g. if we need money and this cannot be got: but if a thing appears possible we try to do it.

Aristotle's approach (with a few minor refinements) was implemented 2300 years later by Newell and Simon in their GPS program, about which they write (Newell and Simon, 1972):

The ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28RAwAIPwKgtD1E9QAAAABJRU5ErkJggg==)main methods of GPS jointly embody the heuristic **of means-ends analysis.** Means-ends![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28FAwAISwKmnTeZkQAAAABJRU5ErkJggg==) analysis is typified by the following kind of common-sense argument:

I want to take my son to nursery school. What's the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28ZAwAIRwKk2l33YwAAAABJRU5ErkJggg==)difference between what ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28NAwAIUwKqtVtpFQAAAABJRU5ErkJggg==)I have and what I want? One of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28VAwAITwKoGliAhAAAAABJRU5ErkJggg==)distance. What changes distance? My automobile. My automobile ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28dAwAIVwKsPO/4MgAAAABJRU5ErkJggg==)won't work. What is needed to make it work? A new battery.

What has new batteries? An auto repair shop. I want the repair shop to put in a new battery; but the shop doesn't know I need one. What is the difficulty? One of communication. What allows communication? A telephone .![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28OAwAIMwKa6r2IBAAAAABJRU5ErkJggg==). . and so on.

This kind of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/282AwAIMQKZ67zm5QAAAABJRU5ErkJggg==)analysis—classifying things in terms of the functions they serve and oscillating among ends, functions required, and means that perform ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28eAwAINwKcYwkZIwAAAABJRU5ErkJggg==)them—forms the basic system of heuristic of GPS.

Means-ends analysis is useful, but does not say what to do when several actions will achieve the goal, or when no action will completely achieve it. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28uAwAINQKbVor9vAAAAABJRU5ErkJggg==)Arnauld, a follower of Descartes, correctly described a quantitative formula for deciding what action to take in cases like ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28CAwAIGwKOAZkhVQAAAABJRU5ErkJggg==)this (see Chapter 16). John Stuart Mill's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+PAQAIFwKMOCLUEwAAAABJRU5ErkJggg==)(1806-1873) book *Utilitarianism* (Mill, 1863) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28KAwAIIwKSDA+HVQAAAABJRU5ErkJggg==)amplifies on this idea. The more formal theory of decisions is discussed in the following section.

7![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28SAwAIHwKQm0EoJAAAAABJRU5ErkJggg==) In this picture, all meaningful statements can be verified or falsified either by analyzing the meaning of the words or by carrying out experiments. Because this rules out most of metaphysics, as was the intention, logical positivism was unpopular in some circles.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28GAwAIKwKWwtF4gAAAAABJRU5ErkJggg==)

Section 1.2. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28aAwAIJwKUhbsWcgAAAABJRU5ErkJggg==)The Foundations of Artificial Intelligence 11

**Mathematics (c. 800-present)**

Philosophers staked out most of the important ideas of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+ZAQAIAQKBWjbemAAAAABJRU5ErkJggg==)AI, but to make the leap to a formal science required a level of mathematical formalization in three main areas: computation, logic, ALGORITHM ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+VAQAIBQKDdJF9HAAAAABJRU5ErkJggg==)and probability. The notion of expressing a computation as a formal **algorithm** goes back to ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+FAQAIAwKCYMWt9gAAAABJRU5ErkJggg==)al-Khowarazmi, an Arab mathematician of the ninth century, whose writings also introduced Europe to Arabic numerals and algebra.

Logic goes back at least to Aristotle, but it was a philosophical rather than mathematical subject until George Boole (1815-1864) introduced his formal language for making logical inference in 1847. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+dAQAICQKFpwdvKgAAAABJRU5ErkJggg==)Boole's approach was incomplete, but good enough that others filled in the gaps. In 1879, Gottlob Frege (1848-1925) produced a logic that, except for some notational changes, forms the first-order logic that is used today as the most basic knowledge representation system.8 Alfred Tarski ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+NAQAIBwKEvUDueAAAAABJRU5ErkJggg==)(1902-1983) introduced a theory of reference that shows how to relate the objects in a logic to objects in the real world. The next step was to determine the limits of what could be done with logic and computation. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+GAQAH8wJ6D+yuwwAAAABJRU5ErkJggg==)

David ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+KAQAH7wJ4M37/jwAAAABJRU5ErkJggg==)Hilbert (1862-1943), a great mathematician in his own right, is most remembered for the problems he did not solve. In 1900, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+BAQAH+wJ+wzUF7AAAAABJRU5ErkJggg==)he presented a list of 23 problems that he correctly predicted would occupy mathematicians for the bulk of the century. The final problem asks if there is an algorithm for deciding the truth of any logical proposition involving the natural ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+OAQAH9wJ80mntTQAAAABJRU5ErkJggg==)numbers—the famous *Entscheidungsproblem,* or decision problem. Essentially, Hilbert was asking if there were fundamental limits to the power of effective proof procedures. In 1930, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+JAQAH/wKArdY8TAAAAABJRU5ErkJggg==)Kurt Godel (1906-1978) showed that there exists an effective procedure to prove any true statement in the first-order logic of Frege and Russell; but first-order logic could not capture the principle of mathematical induction needed to characterize the natural numbers. In 1931, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+AAQAH2wJuQLhY3AAAAABJRU5ErkJggg==)he showed that real ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+fAQAH2QJtGJi09QAAAABJRU5ErkJggg==)

TNHCEora=METENESS limits do exist. His **incompleteness theorem** showed that in any language expressive enough to describe the properties of the natural numbers, there are true statements that are undecidable: their truth cannot be established by any algorithm. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+IAQAH3wJwjlGDBAAAAABJRU5ErkJggg==)

This fundamental result can also be interpreted as showing that there are some functions on the integers that cannot be represented by an ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+QAQAH3QJvVOyINgAAAABJRU5ErkJggg==)algorithm—that is, they cannot be computed. This motivated Alan Turing (1912-1954) to try to characterize exactly which functions *are* capable of being computed. This notion is actually slightly problematic, because the notion of a computation or effective procedure really cannot be given a formal definition. However, the Church-Turing thesis, which states that the Turing machine (Turing, 1936) is capable of computing any computable function, is generally accepted as providing a sufficient definition. Turing also showed that there were some functions that no Turing machine can compute. For example, no machine can tell *in general* whether a given program will return an answer on a given input, or run forever.

Although undecidability and noncomputability are important to an understanding of com ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+EAQAH4wJyio6UqAAAAABJRU5ErkJggg==)WTRACTABILITY ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+YAQAH4QJxsH3nxgAAAABJRU5ErkJggg==)putation, the notion of **intractability** has had a much greater impact. Roughly speaking, a class of problems is called intractable if the time required to solve instances of the class grows at least exponentially with the size of the instances. The distinction between polynomial and exponential growth in complexity was first emphasized in the mid-1960s ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+DAQAHywJmMJbs2QAAAABJRU5ErkJggg==)(Cobham, 1964; Edmonds, 1965). It is important because exponential growth means that even moderate-sized in

To understand why Frege's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+NAQAHxwJkh70PzAAAAABJRU5ErkJggg==)notation was not universally adopted, see the cover of this book.
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stances cannot be solved in any reasonable time. Therefore, one should strive to divide the overall problem of generating intelligent behavior into tractable subproblems rather than intractable ones. REDUCTION The second important concept in the theory of complexity is **reduction,** which also emerged in the 1960s ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+LAQAHzwJo48gnZQAAAABJRU5ErkJggg==)(Dantzig, 1960; Edmonds, 1962). A reduction is a general transformation from one class of problems to another, such that solutions to the first class can be found by reducing them to problems of the second class and solving the latter problems.

NP COMPLETENESS How can one recognize an intractable problem? The theory ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+LAQAHEgIJitoGbwAAAABJRU5ErkJggg==)of **NP-completeness,** pioneered by Steven Cook (1971) and Richard ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+PAQAHGgINd+u33QAAAABJRU5ErkJggg==)Karp ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+XAQAHGAIMV1mBjAAAAABJRU5ErkJggg==)(1972), provides a method. Cook and Karp showed the existence of large classes of canonical combinatorial search and reasoning problems that are ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1+AAQAHHgIPEgJJ8wAAAABJRU5ErkJggg==)NP-complete. Any problem class to which an NP-complete problem class can be reduced is likely to be intractable. (Although it has not yet been proved that NP-complete problems are necessarily intractable, few theoreticians believe otherwise.) These results contrast sharply with the "Electronic Super-Brain" enthusiasm accompanying the advent of computers. Despite the ever-increasing speed of computers, subtlety and careful use of resources will characterize intelligent systems. Put crudely, the world is an *extremely* large problem instance! ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+fAQAHHAIOjbEGGwAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1+IAQAHIgIR9pMmAwAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1+QAQAHIAIQ1iEQUgAAAABJRU5ErkJggg==)

Besides logic and computation, the third great contribution of mathematics to ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+RAQAHAAIALwoKVQAAAABJRU5ErkJggg==)AI is the j theory of probability. The Italian Gerolamo Cardano ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8/AwAI+QL9+HxEVQAAAABJRU5ErkJggg==)(1501-1576) first framed the idea of I probability, describing it in terms of the possible outcomes of gambling events. Before his time, j the outcomes of gambling games were seen as the will of the gods rather ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+FAQAHBgIDIR+fgAAAAABJRU5ErkJggg==)than the whim of chance, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8rAwAI5QLzmWmLmwAAAABJRU5ErkJggg==)i Probability quickly became an invaluable part of all the quantitative sciences, helping to deal

with uncertain measurements and incomplete theories. Pierre Fermat ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8zAwAI4QLxJF+QwgAAAABJRU5ErkJggg==)(1601-1665), Blaise Pascal I (1623-1662), James Bernoulli (1654-1705), Pierre Laplace (1749-1827), and others advanced j the theory and introduced new statistical methods. Bernoulli also framed an alternative view] of probability, as a subjective "degree of belief" rather than an objective ratio of outcomes.!![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8nAwAI7QL3V7d0TgAAAABJRU5ErkJggg==) Subjective probabilities therefore can be updated as new evidence is obtained. Thomas Bayes j (1702-1761) proposed a rule for updating subjective probabilities in the light of new evidence!![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+87AwAI6QL1Hs5LBAAAAABJRU5ErkJggg==) (published posthumously in 1763). Bayes' rule, and the subsequent field of Bayesian analysis,! form the basis of the modern approach to uncertain reasoning in AI systems. Debate still rages j between supporters of the objective and subjective views of probability, but it is not clear if ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+83AwAI8QL5wu2fkwAAAABJRU5ErkJggg==)the! difference has great significance for AI. Both versions obey the same set of axioms. Savage'sJ (1954) *Foundations of Statistics* gives a good introduction to the field. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8XAwAI7wL4bO8Y4wAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8vAwAI9QL7f9uEygAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8PAwAI8wL6w+zxcgAAAABJRU5ErkJggg==)

As with logic, a connection must be made between probabilistic reasoning and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+81AwAI0QLpcIjYPgAAAABJRU5ErkJggg==)action.! DECISION THEORY **Decision theory,** pioneered by John Von Neumann and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8VAwAIzwLo3opfTgAAAABJRU5ErkJggg==)Oskar Morgenstern (1944), ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8fAwAI9wL8SlhgVQAAAABJRU5ErkJggg==)combines! probability theory with utility theory (which provides a formal and complete framework forl![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8+AwAIuQLdFf/i6QAAAABJRU5ErkJggg==) specifying the preferences of an agent) to give the first general theory that can distinguish good! actions from bad ones. Decision theory is the mathematical successor to utilitarianism, and] provides the theoretical basis for many of the agent designs in this book. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8eAwAItwLcp9vG6QAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8hAwAIvQLfbW7HPgAAAABJRU5ErkJggg==)

**Psychology ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8BAwAIuwLe0VmyhgAAAABJRU5ErkJggg==)(1879-present)**

Scientific psychology can be said to have begun with the work of the German physicist Hermann i von ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8xAwAIwQLhljrXbwAAAABJRU5ErkJggg==)Helmholtz (1821-1894) and his student Wilhelm Wundt (1832-1920). ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8RAwAIvwLgcO+bPwAAAABJRU5ErkJggg==)Helmholtz applied the scientific method to the study of human vision, and his *Handbook of Physiological Optics \![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8pAwAIxQLjKwzMNgAAAABJRU5ErkJggg==)*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8JAwAIwwLilzu5jgAAAABJRU5ErkJggg==)

Section 1.2. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8aAwAIpwLUQWnJuAAAAABJRU5ErkJggg==)The Foundations ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+85AwAIyQLlrKsMqQAAAABJRU5ErkJggg==)of Artificial Intelligence 13

is even now described as "the single most important treatise on the physics and physiology of human vision to this day" ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8ZAwAIxwLkHo8oqQAAAABJRU5ErkJggg==)(Nalwa, 1993, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8IAwAIgwLCergfMgAAAABJRU5ErkJggg==)p.15). In 1879, the same year that Frege launched first order logic, Wundt ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8QAwAIfwLAfFkmAwAAAABJRU5ErkJggg==)opened the first laboratory of experimental psychology at the University of Leipzig. Wundt insisted on carefully controlled experiments in which his workers would perform a perceptual or associative task while introspecting on their thought processes. The careful controls ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+84AwAIiQLFQSiqFQAAAABJRU5ErkJggg==)went a long way to make psychology a science, but as the methodology spread, a curious phenomenon arose: each laboratory would report introspective data that just ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8oAwAIhQLDxo9qigAAAABJRU5ErkJggg==)happened to match
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the theories ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+80AwAIkQLJnQt+ggAAAABJRU5ErkJggg==)tint were popular in that laboratory. The **behaviorism** movement of John Watson ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8kAwAIjQLHCFGVXwAAAABJRU5ErkJggg==)(1878-1958) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+88AwAImQLNp5qlRAAAAABJRU5ErkJggg==)aid Edward Lee Thorndike ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8sAwAIlQLLID1l2wAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8iAwAInQLPeXyLJwAAAABJRU5ErkJggg==)(1874-1949) rebelled against this subjectivism, rejecting *any* theory involving ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8yAwAIoQLRydw2fgAAAABJRU5ErkJggg==)mental processes on the grounds that introspection could not provide reliable evidence. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8SAwAInwLQX5P37gAAAABJRU5ErkJggg==)Behiviorists insisted on studying only objective measures of the percepts (or *stimulus)* given to an animal and its resulting actions (or *response).* Mental constructs such as knowledge, beliefs, goals, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9+SAQAHcAI4S4wC6wAAAABJRU5ErkJggg==)md reasoning steps were dismissed as unscientific "folkpsychology." Behaviorism discovered a let ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9+cAQAHbAI26TcOpQAAAABJRU5ErkJggg==)about rats and pigeons, but had less success understanding humans. Nevertheless, it had a stronghold on psychology (especially in the United States) from about 1920 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9+GAQAHdgI7RZmXPgAAAABJRU5ErkJggg==)to 1960.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9+KAQAHcgI5az40ugAAAABJRU5ErkJggg==) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9+BAQAHfgI/iUA8EQAAAABJRU5ErkJggg==)

The view that the brain possesses and processes information, which is the principal char acteristic of **cognitive psychology,** can be traced back at least to the works of William James![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9+OAQAHegI9lg+FCAAAAABJRU5ErkJggg==)9 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9+ZAQAHhAJCS5YVPwAAAABJRU5ErkJggg==)(1842-1910). ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cEAwAIhQLEgxO3dAAAAABJRU5ErkJggg==)Helmholtz also insisted that perception involved a form of unconscious logical in ference. The cognitive viewpoint was largely eclipsed by behaviorism until 1943, when Kenneth Craik published *The Nature of Explanation.* Craik put back the missing mental step between stimulus and response. He claimed that beliefs, goals, and reasoning steps could be useful valid components of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+c0AwAIiwLHuOdulgAAAABJRU5ErkJggg==)a theory of human behavior, and are just as scientific as, say, using pressure and temperature ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+csAwAIjwLJDGc55AAAAABJRU5ErkJggg==)to talk about gases, despite their being made of molecules that have neither. Craik specified the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cCAwAIlQLM8j6pDAAAAABJRU5ErkJggg==)tlree key steps of a knowledge-based agent: (1) the stimulus must be translated into an internal representation, (2) the representation is manipulated by cognitive processes to derive new internal representations, and (3) these are in turn retranslated back into action. He clearly explained ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cSAwAImQLOcvStigAAAABJRU5ErkJggg==)why this was a good design for an agent: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cKAwAInQLQ28PqnAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cqAwAInwLRYP03+AAAAABJRU5ErkJggg==)

If the orgmism ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+caAwAIoQLSf2ILigAAAABJRU5ErkJggg==)carries a "small-scale model" of external reality and of its own possible actions within its ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cGAwAIpQLUMXbw2QAAAABJRU5ErkJggg==)head, it is able to try out various alternatives, conclude which is the best of them, react to fiture ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cmAwAIpwLVikgtvQAAAABJRU5ErkJggg==)situations before they arise, utilize the knowledge of past events in dealing with the present and future, and in every way to react in a much fuller, safer, and more competent manner to the emergencies which face it. (Craik, 1943)

An agent designed this way can, for example, plan a long trip by considering various possi ble routes, comparing them, and choosing the best one, all before starting the journey. Since the 1960s, the information-processing view has dominated psychology. It it now almost taken for granted among many psychologists that "a cognitive theory should be like a computer pro gram" ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cRAwAIuQLeZubhkwAAAABJRU5ErkJggg==)(Andersen, 1980). ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cJAwAIvQLg9L+GTQAAAABJRU5ErkJggg==)By this it is meant that the theory should describe cognition as consisting of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cZAwAIwQLiIITqmwAAAABJRU5ErkJggg==)well-definej transformation processes operating at the level of the information carried by the input signals. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cFAwAIxQLkbpARyAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cVAwAIyQLm7loVTgAAAABJRU5ErkJggg==)

For most of the early history of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cNAwAIzQLoWtpCPAAAAABJRU5ErkJggg==)AI and cognitive science, no significant distinction was drawn ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+ctAwAIzwLp4eSfWAAAAABJRU5ErkJggg==)between the two fields, and it was common to see AI programs described as psychological

9![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cdAwAI0QLqxjblygAAAABJRU5ErkJggg==) William James was the brother of novelist Henry James. It is said that Henry wrote fiction as if it were psychology and William ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+c9AwAI0wLrfQg4rgAAAABJRU5ErkJggg==)wrot; psychology as if it were fiction.
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results without any claim as to the exact human behavior they were modelling. In the last decade or so, however, the methodological distinctions have become clearer, and most work now falls into one field or the other.

**Computer engineering ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cDAwAI1QLsH70PsAAAAABJRU5ErkJggg==)(1940-present)**

For ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2c2AwAIKwKXzlD28QAAAABJRU5ErkJggg==)artificial intelligence to succeed, we need two things: intelligence and an artifact. The computer has been unanimously acclaimed as the artifact with the best chance of demonstrating intelligence. The modern digital electronic computer was invented independently and almost simultaneously by scientists in three countries embattled in World War II. The first operational modern computer was the Heath Robinson,![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cuAwAILwKZetChgwAAAABJRU5ErkJggg==)10 built in 1940 by Alan Turing's team for the single purpose of deciphering German messages. When the Germans switched to a more sophisticated code, the electromechanical relays in the Robinson proved to be too slow, and a new machine called the Colossus was built from vacuum tubes. It was completed in 1943, and by the end of the war, ten Colossus machines were in everyday use. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2ceAwAIMQKaXQLbEQAAAABJRU5ErkJggg==)

The first operational *programmable* computer was the Z-3, the invention of Konrad Zuse in Germany in 1941. Zuse invented floating-point numbers for the Z-3, and went on in 1945 to develop Plankalkul, the first high-level programming language. Although Zuse received some support from the Third Reich to apply his machine to aircraft design, the military hierarchy did not attach as much importance to computing as did its counterpart in Britain.

In the United States, the first *electronic* computer, the ABC, was assembled by John Atanasoff and his graduate student Clifford Berry between 1940 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cBAwAINQKcIv463wAAAABJRU5ErkJggg==)and 1942 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2chAwAINwKdmcDnuwAAAABJRU5ErkJggg==)at Iowa State University. The project received little support and was abandoned after Atanasoff became involved in military research in Washington. Two other computer projects were started as secret military research: the Mark I, If, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cRAwAIOQKeojQ+WQAAAABJRU5ErkJggg==)and III computers were developed at Harvard by a team under Howard ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cxAwAIOwKfGQrjPQAAAABJRU5ErkJggg==)Aiken; and the ENIAC ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cJAwAIPQKgMG1ZhwAAAABJRU5ErkJggg==)was developed at the University of Pennsylvania by a team including John Mauchly and John Eckert. ENIAC was the first general-purpose, electronic, digital computer. One of its first applications was computing artillery firing tables. A successor, the EDVAC, followed John Von Neumann's suggestion to use a stored program, so that technicians would not have to scurry about changing patch cords to run a new program. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cZAwAIQQKi5FY1UQAAAABJRU5ErkJggg==)

But perhaps the most critical breakthrough was the IBM 701, built in 1952 by Nathaniel Rochester and his group. This was the first computer to yield a profit for its manufacturer. IBM went on to become one of the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2c5AwAIQwKjX2joNQAAAABJRU5ErkJggg==)world's largest corporations, and sales of computers have grown to j $150 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cgAwAIdwK9J3jE3QAAAABJRU5ErkJggg==)billion/year. In the United States, the computer industry (including software and services) j now accounts for about 10% of the gross national product.

Each generation of computer hardware has brought an increase in speed and capacity, and I a decrease in price. Computer engineering has been remarkably successful, regularly doubling j performance every two years, with no immediate end in sight for this rate of increase. Massively j parallel machines promise to add several more zeros to the overall throughput achievable.

Of course, there were calculating devices before the electronic computer. The abacus *\![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2c9AwAIUwKrudrnZAAAAABJRU5ErkJggg==)* is roughly 7000 years old. In the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cjAwAIVwKtYFENHgAAAABJRU5ErkJggg==)mid-17th century, Blaise Pascal built a mechanical adding 1

10![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2czAwAIWwKv4JsJmAAAAABJRU5ErkJggg==) Heath Robinson was a cartoonist famous for his depictions of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2crAwAIXwKxSaxOjgAAAABJRU5ErkJggg==)whimsical and absurdly complicated contraptions for everyday tasks such as buttering toast.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cbAwAIYQKyVjNy/AAAAABJRU5ErkJggg==)section 1.2. The Foundations of Artificial Intelligence ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2c7AwAIYwKz7Q2vmAAAAABJRU5ErkJggg==)15

and subtracting machine called the Pascaline. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cHAwAIZQK0GCeJrwAAAABJRU5ErkJggg==)Leibniz improved ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cnAwAIZwK1oxlUywAAAABJRU5ErkJggg==)on ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cXAwAIaQK2mO2NKQAAAABJRU5ErkJggg==)this in 1694. building a mechanical device that multiplied by doing repeated addition. Progress ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6ePAQAIEQKKBikWIQAAAABJRU5ErkJggg==)stalled for over a century ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6efAQAIEwKLFXRuFwAAAABJRU5ErkJggg==)unti 1 Charles ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eNAQAIAQKCg0ssSgAAAABJRU5ErkJggg==)Babbage ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6edAQAIAwKDkBZUfAAAAABJRU5ErkJggg==)(1792-1871) dreamed that logarithm tables could be computed by machine. He designed a machine for this ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eDAQAIBQKEPR5a/gAAAABJRU5ErkJggg==)task, but never completed the project. Instead, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eTAQAIBwKFLkMiyAAAAABJRU5ErkJggg==)he turned to the design of the Analytical Engine, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eLAQAICQKG6eWM0QAAAABJRU5ErkJggg==)for which Babbage invented ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6ebAQAICwKH+rj05wAAAABJRU5ErkJggg==)the ideas of addressable memory. stored ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eHAQAIDQKIzvRjfgAAAABJRU5ErkJggg==)programs, and conditional jumps. Although the idea of programmable machines was not ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eXAQAIDwKJ3akbSAAAAABJRU5ErkJggg==)new—in 1805. Joseph Marie Jacquard invented ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2c6AwAIIwKTAI4JJAAAAABJRU5ErkJggg==)a loom that could be programmed using punched cards—Babbage's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cGAwAIJQKU9aQvEwAAAABJRU5ErkJggg==)machine was the first artifact possessing the characteristics necessary for universal computation. Babbage's colleague Ada Lovelace, daughter of the poet Lord ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cmAwAIJwKVTprydwAAAABJRU5ErkJggg==)Byron, wrote programs for ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cCAwAIFQKMNux2xgAAAABJRU5ErkJggg==)the Analytical Engine and even speculated that the machine could play chess or compose music. Lovelace was the world's first ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2ciAwAIFwKNjdKrogAAAABJRU5ErkJggg==)programmer, and the first of many to endure massive cost overruns and to have an ambitious ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cSAwAIGQKOtiZyQAAAAABJRU5ErkJggg==)project ultimately ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cyAwAIGwKPDRivJAAAAABJRU5ErkJggg==)abandoned." Babbage's basic design was proven viable by Doron Swade and his colleagues, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cKAwAIHQKQHxE1VgAAAABJRU5ErkJggg==)who built a working model using only the mechanical techniques available at Babbage's time (Swade. 1993). Babbage had the right idea, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2cqAwAIHwKRpC/oMgAAAABJRU5ErkJggg==)but lacked the organizational skills to get his machine built.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/2caAwAIIQKSu7DUQAAAAABJRU5ErkJggg==)AI also owes a debt to the software side of computer ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eCAQAH5QJ011VjoAAAAABJRU5ErkJggg==)science, which has supplied the operating systems, programming languages, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eSAQAH5wJ1xAgblgAAAABJRU5ErkJggg==)and tools needed to write modern programs (and papers about them). But this is one area where the debt has been repaid: work in AI has pioneered many ideas that have made their way back to "mainstream" computer ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eKAQAH6QJ2A661jwAAAABJRU5ErkJggg==)science, including time ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eaAQAH6wJ3EPPNuQAAAABJRU5ErkJggg==)sharing, interactive interpreters, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eIAQAH2QJuozbZYAAAAABJRU5ErkJggg==)the linked list data ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eYAQAH2wJvsGuhVgAAAABJRU5ErkJggg==)type, automatic storage ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eEAQAH3QJwmZAmqwAAAABJRU5ErkJggg==)management, and some of the key concepts of object-oriented programming and integrated program development environments ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eUAQAH3wJxis1enQAAAABJRU5ErkJggg==)with graphical user interfaces. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eMAQAH4QJyaQAVFAAAAABJRU5ErkJggg==)

**Linguistics ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6ecAQAH4wJzel1tIgAAAABJRU5ErkJggg==)(1957-present)**

In 1957. B. F. Skinner published *Verbal ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eRAQAH9wJ95x0qSQAAAABJRU5ErkJggg==)Behavior.* This was a comprehensive, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eJAQAH+QJ+ILuEUAAAAABJRU5ErkJggg==)detailed account of the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eZAQAH+wJ/M+b8ZgAAAABJRU5ErkJggg==)behaviorist approach to language learning, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eFAQAH/QKAuheZ4wAAAABJRU5ErkJggg==)written by the foremost expert in the field. But curiously, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eVAQAH/wKBqUrh1QAAAABJRU5ErkJggg==)a review of the book became as well-known as the book itself, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eGAQAH7QJ4JL9aIAAAAABJRU5ErkJggg==)and served to almost kill off interest in behaviorism. The ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eWAQAH7wJ5N+IiFgAAAABJRU5ErkJggg==)author of the review was Noam Chomsky, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eOAQAH8QJ67GIvfwAAAABJRU5ErkJggg==)who had just published a book on his own theory. *Syntactic ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eeAQAH8wJ7/z9XSQAAAABJRU5ErkJggg==)Structures.* Chomsky showed how the behaviorist theory ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eBAQAH9QJ89EBSfwAAAABJRU5ErkJggg==)did not address the notion of creativity in language—it ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zeEAQAHoAJRplB5BwAAAABJRU5ErkJggg==)did not explain ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zeUAQAHogJSWwNgHQAAAABJRU5ErkJggg==)how a child could understand and make up ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zeMAQAHpAJTfLj+kAAAAABJRU5ErkJggg==)sentences that he or she had never heard before. Chomsky's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zecAQAHpgJUhoYjkwAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zeCAQAHqAJVzP7ZnAAAAABJRU5ErkJggg==)theory—based on syntactic models going back to the Indian linguist Panini ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zeSAQAHqgJWMa3AhgAAAABJRU5ErkJggg==)(c. 350 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9eKAQAHbAI3SduMcgAAAABJRU5ErkJggg==)B.C.)—could explain ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9eGAQAHcAI5fP+RFQAAAABJRU5ErkJggg==)this, and unlike previous ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9eWAQAHcgI6gayIDwAAAABJRU5ErkJggg==)theories, it was formal enough that it could in principle be programmed.

Later developments in linguistics showed the problem to be considerably more complex than it seemed in 1957. Language is ambiguous and leaves much unsaid. This means that understanding language requires an understanding of the subject matter and context, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9eOAQAHdAI7phcWggAAAABJRU5ErkJggg==)not just an understanding of the structure of sentences. This may seem obvious, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zeTAQAHygJm+dQwvgAAAABJRU5ErkJggg==)but it ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zeLAQAHzAJn3m+uMwAAAABJRU5ErkJggg==)was not appreciated until the early 1960s. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zebAQAHzgJoKor7AgAAAABJRU5ErkJggg==)Much of the early work in **knowledge representation ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zeHAQAH0AJp60uzVAAAAABJRU5ErkJggg==)**(the study of how to put knowledge into a form that a computer can reason with) was tied to language and informed ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zeXAQAH0gJqFhiqTgAAAABJRU5ErkJggg==)by research in linguistics, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zePAQAH1AJrMaM0wwAAAABJRU5ErkJggg==)which was connected in turn to decades of work on the philosophical analysis of language.

She also gave her name to Ada. the U.S. Department of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zefAQAH1gJsy53pwAAAAABJRU5ErkJggg==)Defense's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zeKAQAHrAJXFhZeCwAAAABJRU5ErkJggg==)all-purpose programming language.

16 Chapter 1. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zeaAQAHrgJY4vMLOgAAAABJRU5ErkJggg==)Introduction

Modern linguistics and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zeGAQAHsAJZIzJDbAAAAABJRU5ErkJggg==)AI were "born" at about the same time, so linguistics does not play a large foundational role in the growth of AI. Instead, the two grew up together, intersecting in a hybrid field called **computational linguistics or natural language processing,** which concentrates on the problem of language use.

1.3 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//cPAwAI8AL59/00DwAAAABJRU5ErkJggg==)THE HISTORY OF ARTIFICIAL INTELLIGENCE

With the background material behind us, we are now ready to outline the development of AI proper. We could do this by identifying loosely defined and overlapping phases in its development, or by chronicling the various different and intertwined conceptual threads that make up the field. In this section, we will take the former approach, at the risk of doing some degree of violence to the real relationships among ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//cfAwAI9AL7eSRhMQAAAABJRU5ErkJggg==)subfields. The history of each ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+BAQAG+wH+RGrQPAAAAABJRU5ErkJggg==)subfield is covered in individual chapters later in the book.

**The gestation of artificial intelligence (1943-1956)**

The first work that is now generally recognized as AI was done by Warren McCulloch and Walter Pitts (1943). They drew on three sources: knowledge of the basic physiology and function of neurons in the brain; the formal analysis of propositional logic due to Russell and Whitehead; and Turing's theory of computation. They proposed a model of artificial neurons in which each neuron is characterized as being "on" or "off," with a switch to "on" occurring in response to stimulation by a sufficient number of neighboring neurons. The state of a neuron was conceived of as "factually equivalent to a proposition which proposed its adequate stimulus." They showed, for example, that any computable function could be computed by some network of connected neurons, and that all the logical connectives could be implemented by simple net structures. McCulloch and Pitts also suggested that suitably defined networks could learn. Donald Hebb ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+JAQAG/wIAAaS6XwAAAABJRU5ErkJggg==)(1949) demonstrated a simple updating rule for modifying the connection strengths between neurons, such that learning could take place.

The work of McCulloch and Pitts was arguably the forerunner of both the logicist tradition i![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+FAQAHAwICLGhc1gAAAABJRU5ErkJggg==) in AI and the connectionist tradition. In the early 1950s, Claude Shannon (1950) and Alan Turing (1953) were writing chess programs for von Neumann-style conventional computers.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+NAQAHBwIE8e0fWAAAAABJRU5ErkJggg==)12 At the same time, two graduate students in the Princeton mathematics department, Marvin![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+dAQAHCQIF66qeCgAAAABJRU5ErkJggg==) Minsky and Dean Edmonds, built the first neural network computer in 1951. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+DAQAHCwIGRsb8TQAAAABJRU5ErkJggg==)The SNARC, as it was called, used 3000 vacuum tubes and a surplus automatic pilot mechanism from a B-24 bomber to simulate a network of 40 neurons. Minsky's Ph.D. committee was skeptical whether this kind of work should be considered mathematics, but von Neumann was on the committee and reportedly said, "If it isn't now it will be someday." Ironically, Minsky was later to prove theorems that contributed to the demise of much of neural network research during the 1970s.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+TAQAHDQIHUpIspwAAAABJRU5ErkJggg==)

12![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+LAQAHDwIIlZg38QAAAABJRU5ErkJggg==) Shannon actually had no real computer to work with, and Turing was eventually denied access to his own team's computers by the British government, on the grounds that research into artificial intelligence was surely frivolous.
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Princeton was home to another influential figure in ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+fAQAHGQINbsikYQAAAABJRU5ErkJggg==)AI, John McCarthy. After graduation, McCarthy moved to Dartmouth College, which was to become the official birthplace of the field. McCarthy convinced Minsky, Claude Shannon, and Nathaniel Rochester to help him bring together U.S. researchers interested in automata theory, neural nets, and the study of intelligence. They organized a two-month workshop at Dartmouth in the summer of 1956. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+QAQAHHQIPCyFaTwAAAABJRU5ErkJggg==)All together there were ten attendees, including Trenchard ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+YAQAHIQIR77A1vwAAAABJRU5ErkJggg==)More from Princeton, Arthur Samuel from IBM, and Ray Solomonoff and Oliver Selfridge from MIT.

Two researchers from Carnegie Tech,![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+UAQAHJQITwReWOwAAAABJRU5ErkJggg==)13 Alien Newell and Herbert Simon, rather stole the show. Although the others had ideas and in some cases programs for particular applications such as checkers, Newell and Simon already had a reasoning program, the Logic Theorist (LT), about which Simon claimed, "We have invented a computer program capable of thinking non numerically, and thereby solved the venerable mind-body problem."14 Soon after the workshop, the program was able to prove most of the theorems in Chapter 2 of Russell and Whitehead's![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+cAQAHKQIVEoGEDQAAAABJRU5ErkJggg==) *Principia Mathematica.* Russell was reportedly delighted when Simon showed him that the pro gram had come up with a proof for one theorem that was shorter than the one in *Principia.* The editors of the *Journal of Symbolic Logic* were less impressed; they rejected a paper coauthored![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+SAQAHLQIXq7k2oAAAAABJRU5ErkJggg==) by Newell, Simon, and Logic Theorist. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+KAQAHLwIYbLMt9gAAAABJRU5ErkJggg==)

The Dartmouth workshop did not lead to any new breakthroughs, but it did introduce all the major figures to each other. For the next 20 years, the field would be dominated by these people and their students and colleagues at MIT, CMU, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+aAQAHMQIZatIP1AAAAABJRU5ErkJggg==)Stanford, and IBM. Perhaps the most lasting thing to come out of the workshop was an agreement to adopt McCarthy's new name for the field: **artificial intelligence.**

**Early enthusiasm, great expectations (1952-1969)**

The early years of AI were full of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+GAQAHMwIaUCF8ugAAAABJRU5ErkJggg==)successes—in a limited way. Given the primitive computers and programming tools of the time, and the fact that only a few years earlier computers were seen as things that could do arithmetic and no more, it was astonishing whenever a computer did anything remotely clever. The intellectual establishment, by and large, preferred to believe that "a machine can never do *X"* (see Chapter 26 for a long list of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+WAQAHNQIbRHWsUAAAAABJRU5ErkJggg==)*X's* gathered by Turing). AI researchers naturally responded by demonstrating one *X* after another. Some modern AI researchers refer to this period as the "Look, Ma, no hands!" era.

Newell and Simon's early success was followed up with the General Problem Solver, or GPS. Unlike Logic Theorist, this program was designed from the start to imitate human problem-solving protocols. Within the limited class of puzzles it could handle, it turned out that the order in which the program considered subgoals and possible actions was similar to the way humans approached the same problems. Thus, GPS was probably the first program to embody the "thinking humanly" approach. The combination of AI and cognitive science has continued at CMU up to the present day.

13![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8NAwAI0wLqcYm23wAAAABJRU5ErkJggg==) Now Carnegie Mellon University (CMU).

14![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8tAwAI1QLrzb7DZwAAAABJRU5ErkJggg==) Newell and Simon also invented a list-processing language, IPL, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8dAwAI1wLs+D0n+AAAAABJRU5ErkJggg==)to write LT. They had no compiler, and translated it into machine code by hand. To avoid errors, they worked in parallel, calling out binary numbers to each other as they wrote each instruction to make sure they agreed.

Chapter 1. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+89AwAI2QLtShkD+AAAAABJRU5ErkJggg==)Introduction

At IBM, Nathaniel Rochester and his colleagues produced some of the first ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8DAwAI2wLuKMhYIwAAAABJRU5ErkJggg==)AI programs. Herbert Gelernter (1959) constructed the Geometry Theorem Prover. Like the Logic Theorist, it proved theorems using explicitly represented axioms. Gelernter soon found that there were too many possible reasoning paths to follow, most of which turned out to be dead ends. To help focus the search, he added the capability to create a numerical representation of a diagram—a particular case of the general theorem to be proved. Before the program tried to prove something, it could first check the diagram to see if it was true in the particular case. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8jAwAI3QLvlP8tmwAAAABJRU5ErkJggg==)

Starting in 1952, Arthur Samuel wrote a series of programs for checkers (draughts) that eventually learned to play tournament-level checkers. Along the way, he disproved the idea that computers can only do what they are told to, as his program quickly learned to play a better game than its creator. The program was demonstrated on television in February 1956, creating a very strong impression. Like Turing, Samuel had trouble finding computer time. Working at night, he used machines that were still on the testing floor at IBM's manufacturing plant. Chapter 5 covers game playing, and Chapter 20 describes and expands on the learning techniques used by Samuel.

John McCarthy moved from Dartmouth to MIT and there made three crucial contributions in one historic year: 1958. In MIT AI Lab Memo No. 1, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8TAwAI3wLwshBRUgAAAABJRU5ErkJggg==)McCarthy defined the high-level language **Lisp,** which was to become the dominant AI programming language. Lisp is the second-oldest language in current ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8LAwAI4wLyJV7+IwAAAABJRU5ErkJggg==)use.15 With Lisp, McCarthy had the tool he needed, but access to scarce and expensive computing resources was also a serious problem. Thus, he and others at MIT invented time sharing. After getting an experimental time-sharing system up at MIT, McCarthy eventually attracted the interest of a group of MIT grads who formed Digital Equipment Corporation, which was to become the world's second largest computer manufacturer, thanks to their time-sharing minicomputers. Also in 1958, McCarthy published a paper entitled *Programs with Common ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8bAwAI5wL0rOpvBAAAAABJRU5ErkJggg==)Sense,* in which he described the Advice Taker, a hypothetical program that can be seen as the first complete AI system. Like the Logic Theorist and Geometry Theorem Prover, McCarthy's program was designed to use knowledge to search for solutions to problems. But unlike the others, it was to embody general knowledge of the world. For example, he showed how some simple axioms would enable the program to generate a plan to drive to the airport to catch a plane. The program was also designed so that it could accept new axioms in the normal course of operation, thereby allowing it to achieve competence in new areas *without being reprogrammed.* The Advice Taker thus embodied the central principles of knowledge representation and reasoning: that it is useful to have a formal, explicit representation of the world and the way an agent's actions affect the world, and to be able to manipulate these representations with deductive processes. It is remarkable how much of the 1958 paper remains relevant after more than 35 years. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8HAwAI6wL264AB9gAAAABJRU5ErkJggg==)

1958 also marked the year that Marvin ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+BAQAG/gH/SR0TagAAAABJRU5ErkJggg==)Minsky ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+JAQAHAgIBD7g8BAAAAABJRU5ErkJggg==)moved to MIT. For years he and McCarthy were inseparable as they defined the field together. But they grew apart as McCarthy stressed representation and reasoning in formal logic, whereas Minsky was more interested in getting programs to work, and eventually developed an anti-logical outlook. In 1963, McCarthy took the opportunity to go to Stanford and start the AI lab there. His research agenda of using logic to build the ultimate Advice Taker was advanced by J. A. Robinson's discovery of the resolution method (a complete theorem-proving algorithm for first-order logic; see Section 9.6). Work at Stanford emphasized general-purpose methods for logical reasoning. Applications of

15![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+ZAQAHBAIC9eKNwgAAAABJRU5ErkJggg==) FORTRAN is one year older than Lisp.
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logic included Cordell Green's question answering and planning systems (Green, 1969b), and the Shakey ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+NAQAHCgIF8omNtgAAAABJRU5ErkJggg==)robotics project at the new Stanford Research Institute (SRI). The latter project, discussed further in Chapter 25, was the first to demonstrate the complete integration of logical reasoning and physical activity.

Minsky supervised a series of students who chose limited problems that appeared to require intelligence to solve. These limited domains became known as **microworlds. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+dAQAHDAIGCNM8cAAAAABJRU5ErkJggg==)**James Slagle's SAINT ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+DAQAHDgIHS7E/GwAAAABJRU5ErkJggg==)program (1963a) was able to solve closed-form integration problems typical of first-year![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+TAQAHEAIIqmgwPgAAAABJRU5ErkJggg==) college calculus courses. Tom Evans's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+bAQAHFAIKcIC3qQAAAABJRU5ErkJggg==)ANALOGY program (1968) solved geometric analogy problems that appear in IQ ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5+HAQAHFgILpH2l6wAAAABJRU5ErkJggg==)tests, such as the one in Figure 1.2. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8KAwAIowLSyN1YnwAAAABJRU5ErkJggg==)Bertram Raphael's (1968) SIR (Semantic Information Retrieval) was able to accept input statements in a very restricted subset of English and answer questions thereon. Daniel Bobrow's STUDENT program (1967) solved algebra story problems such as

If the number of customers Tom gets is twice the square of 20 percent of the number of

advertisements he runs, and the number of advertisements he runs is 45, what is the number

of customers Tom gets?

is to:

**Figure 1.2** An example problem solved by Evans's ANALOGY program.

The most famous microworld was the blocks world, which consists of a set of solid blocks placed on a tabletop (or more often, a simulation of a tabletop), as shown in Figure 1.3. A task in this world is to rearrange the blocks in a certain way, using a robot hand that can pick up one block at a time. The blocks world was home to the vision project of David Huffman (1971), the vision and constraint-propagation work of David Waltz (1975), the learning theory of Patrick Winston ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/287AwAIaQK12hyUzgAAAABJRU5ErkJggg==)(1970), the natural language understanding program of Terry Winograd ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28nAwAIbQK3k2WrhAAAAABJRU5ErkJggg==)(1972), and the planner of Scott Fahlman ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/283AwAIcQK5Bj9AWQAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28vAwAIdQK7uwlbAAAAAABJRU5ErkJggg==)(1974).

Early work building on the neural networks of McCulloch and Pitts also flourished. The work of Winograd and Cowan (1963) showed how a large number of elements could collectively represent an individual concept, with a corresponding increase in robustness and parallelism. Hebb's learning methods were enhanced by Bernie Widrow (Widrow and Hoff, 1960; Widrow, 1962), who called his networks **adalines,** and by Frank Rosenblatt (1962) with his ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28fAwAIdwK8joq/nwAAAABJRU5ErkJggg==)**perceptrons.**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28/AwAIeQK9PK6bnwAAAABJRU5ErkJggg==)

20 Chapter 1. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8AAwAIewK+qzNOKgAAAABJRU5ErkJggg==)Introduction

**Figure 1.3** A scene from the blocks world. A task for the robot might be "Pick up a big red block," expressed either in natural language or in a formal notation.

Rosenblatt proved the famous **perceptron convergence theorem,** showing that his learning algorithm could adjust the connection strengths of a perceptron to match any input data, provided such a match existed. These topics are covered in Section 19.3.

**A dose of reality (1966-1974)**

From the beginning, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8gAwAIfQK/FwQ7kgAAAABJRU5ErkJggg==)AI researchers were not shy in making predictions of their coming successes. The following statement by Herbert Simon in 1957 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8wAwAIgQLBe7lx0wAAAABJRU5ErkJggg==)is often quoted:

It is not my aim to surprise or shock ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8FAwAIywLmWeVGWwAAAABJRU5ErkJggg==)you—but the simplest way I can summarize is to say

that there are now in the world machines that think, that learn and that create. Moreover, their

ability to do these things is going to increase rapidly ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8lAwAIzQLn5dIz4wAAAABJRU5ErkJggg==)until—in a visible future—the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8qAwAIpQLTdOotJwAAAABJRU5ErkJggg==)range of

problems they can handle will be coextensive with the range to which human mind has been

applied.

Although one might argue that terms such as "visible future" can be interpreted in various ways, some of Simon's predictions were more concrete. In 1958, he predicted that within 10 years a computer would be chess champion, and an important new mathematical theorem would be proved by machine. Claims such as these turned out to be wildly optimistic. The barrier that faced almost all AI research projects was that methods that sufficed for demonstrations on one or two simple examples turned out to fail miserably when tried out on wider selections of problems and on more difficult problems.

The first kind of difficulty arose because early programs often contained little or no knowledge of their subject matter, and succeeded by means of simple syntactic manipulations. Weizenbaum's ELIZA program (1965), which could apparently engage in serious conversation

Section 1.3. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+86AwAIqQLV803tuAAAAABJRU5ErkJggg==)The History **of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8GAwAIqwLWBgOnSgAAAABJRU5ErkJggg==)**Artificial Intelligence 21

on any ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8mAwAIrQLXujTS8gAAAABJRU5ErkJggg==)topic, actually just borrowed and manipulated the sentences typed into it by a human. A typical ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8WAwAIrwLYgWy+XwAAAABJRU5ErkJggg==)story occurred in early machine translation efforts, which were generously funded by the National Research Council in an attempt to speed up the translation of Russian scientific papers in ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+82AwAIsQLZL245LwAAAABJRU5ErkJggg==)the wake of the Sputnik launch in 1957. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8OAwAIswLaLm9XzgAAAABJRU5ErkJggg==)It was thought initially that simple syntactic transformations based on the grammars of Russian and English, and word replacement using an electronic dictionary, would suffice to preserve the exact meanings of sentences. In fact, translation requires general knowledge of the subject matter in order to resolve ambiguity and establish the content of the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+8uAwAItQLbklgidgAAAABJRU5ErkJggg==)sentence. The famous retranslation of "the spirit is willing but the flesh is ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28+AwAIOQKd0S09IwAAAABJRU5ErkJggg==)weak' as "the vodka is good but the meat is rotten" illustrates the difficulties encountered. In 1966, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28BAwAIOwKeFYttTAAAAABJRU5ErkJggg==)a report by an advisory committee found that "there has been no machine translation of general scientific text, and none is in immediate prospect." All U.S. government funding for academic ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28hAwAIPQKfqbwY9AAAAABJRU5ErkJggg==)translation projects was cancelled.

The second kind of difficulty was the intractability of many of the problems that ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+fAQAIGQKNImVVQQAAAABJRU5ErkJggg==)AI was attempting ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28iAwAIHQKPva5U7QAAAABJRU5ErkJggg==)tosolve. Most of the early AI programs worked by representing the basic facts about a problem ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28yAwAIIQKRDQ7ptAAAAABJRU5ErkJggg==)and trying out a series of steps to solve it, combining different combinations of steps until the right one was found. The early programs were feasible only because microworlds contained ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28qAwAIJQKTsDjy7QAAAABJRU5ErkJggg==)veiy few objects. Before the theory of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/286AwAIKQKVN58ycgAAAABJRU5ErkJggg==)NP-completeness was developed, it was widely thought that "scaling up" to larger problems was simply a matter of faster hardware and larger memories. The optimism that accompanied the development of resolution theorem proving, for example, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28mAwAILQKXfuYNOAAAAABJRU5ErkJggg==)wa< soon dampened when researchers failed to prove theorems involving more than a few dozen facts. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28WAwAILwKYRb5hlQAAAABJRU5ErkJggg==)*The fact that a program can find a solution in principle does not mean that the program ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28TAwAIXwKwdsKOmAAAAABJRU5ErkJggg==)contains an\ ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28zAwAIYQKx4I1PCAAAAABJRU5ErkJggg==)of the mechanisms needed to find it in practice.*

The illusion ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28LAwAIYwKy4Ywh6QAAAABJRU5ErkJggg==)of unlimited computational power was not confined to problem-solving pro

MACHINE EVOLUTION

grams. Earh ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28rAwAIZQKzXbtUUQAAAABJRU5ErkJggg==)experiments in **machine evolution** (now called **genetic algorithms)** (Friedberg, 1958; Friedberg *et al,, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28xAwAIQQKhUugIpQAAAABJRU5ErkJggg==)*1959) were based on the undoubtedly correct belief that by making an appropriate series of small mutations to a machine code program, one can generate a program with good performance for any particular simple task. The idea, then, was to try random muta tions and then apply a selection process to preserve mutations that seemed to improve behavior. Despite ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28pAwAIRQKj794T/AAAAABJRU5ErkJggg==)thousands of hours of CPU time, almost no progress was demonstrated.

Failure to come to grips ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/285AwAISQKlaHnTYwAAAABJRU5ErkJggg==)with the "combinatorial explosion" was one of the main criticisms of AI contained in the Lighthill report (Lighthill, 1973), ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28lAwAITQKnIQDsKQAAAABJRU5ErkJggg==)which formed the basis for the decision by the British government to end support for AI research in all but two universities. (Oral tradition ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/281AwAIUQKptFoH9AAAAABJRU5ErkJggg==)paints a somewhat different and more colorful picture, with political ambitions and personal ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/28tAwAIVQKrCWwcrQAAAABJRU5ErkJggg==)animosities that cannot be put in print.)

A third difficulty arose because of some fundamental limitations on the basic structures being used to generate intelligent behavior. For example, in 1969, Minsky and Papert's book *Perceptrons* (1969) proved that although perceptrons could be shown to learn anything they were capable of representing, they could represent very little. In particular, a two-input perceptron could not be .rained ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+UAQAH5QJzntpEQgAAAABJRU5ErkJggg==)to recognize when its two inputs were different. Although their results did not ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+MAQAH5wJ0VwvXJgAAAABJRU5ErkJggg==)appb to more complex, multilayer networks, research funding for neural net research soon dwindled to almost nothing. Ironically, the new back-propagation learning algorithms for multilayer networks that were to cause an enormous resurgence in neural net research in the late 1980s were actually discovered first in 1969 (Bryson and Ho, 1969).

WEAK METHODS EXPERT SYSTEMS

Chapter Introduction

**Knowledge-based systems: The key to power? (1969-1979)**

The picture of problem solving that had arisen during the first decade of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+cAQAH6QJ1TUxWdAAAAABJRU5ErkJggg==)AI research was of a general-purpose search mechanism trying to string together elementary reasoning steps to find complete solutions. Such approaches have been called **weak methods,** because they use weak information about the domain. For ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+CAQAH6wJ24CA0MwAAAABJRU5ErkJggg==)niany complex domains, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+SAQAH7QJ39HTk2QAAAABJRU5ErkJggg==)it turns out that their performance is also weak. The only way around this is to use knowledge more suited to making larger reasoning steps and to solving typically occurring cases in narrow areas of expertise. One might say that to solve a hard problem, you almost have to know the answer already.

The DENDRAL program ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+dAQAHyQJlnfqOngAAAABJRU5ErkJggg==)(Buchanan *et ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+TAQAHzQJnJMI8MwAAAABJRU5ErkJggg==)*a/., 1969) was an early example of this approach. It was developed at Stanford, where Ed Feigenbaum (a former student of Herbert Simon), Bruce Buchanan (a philosopher turned computer scientist), and Joshua Lederberg (a Nobel laureate geneticist) teamed up to solve the problem of inferring molecular structure from the information provided by a mass spectrometer. The input to the program consists of the elementary formula of the molecule (e.g., C^H^NCi), ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+bAQAH0QJp5akFRwAAAABJRU5ErkJggg==)and the mass spectrum giving the masses of the various fragments of the molecule generated when it is bombarded by an electron beam. For example, the mass spectrum might contain a peak at *in- ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+XAQAH1QJryw6mwwAAAABJRU5ErkJggg==)*15 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+PAQAH1wJsAt81pwAAAABJRU5ErkJggg==)corresponding to the mass of a methyl ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+DAQAICwKGCmsNbQAAAABJRU5ErkJggg==)(CHi) fragment.

The naive version of the program generated all possible structures consistent with the formula, and then predicted what mass spectrum would be observed for each, comparing this with the actual spectrum. As one might expect, this rapidly became intractable for decent-sized molecules. The DENDRAL researchers consulted analytical chemists and found that they worked by looking for well-known patterns of peaks in the spectrum that suggested common substructures in the molecule. For example, the following rule is used to recognize a ketone (C=O) subgroup:

if there are two peaks at ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+TAQAIDQKHHj/dhwAAAABJRU5ErkJggg==)A"i ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+LAQAIDwKI2TXG0QAAAABJRU5ErkJggg==)and,r> such that

(a) *x\ +.\i ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+bAQAIEQKJ31Tk8wAAAABJRU5ErkJggg==)= M ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+HAQAIEwKK5aeXnQAAAABJRU5ErkJggg==)+* 28 *(M* is the mass of the whole molecule);

(b) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+XAQAIFQKL8fNHdwAAAABJRU5ErkJggg==)A"i — 28 is a high peak;

(c) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+aAQAH8QJ5NR/drQAAAABJRU5ErkJggg==)A"2 — 28 is a high peak;

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+WAQAH9QJ7G7h+KQAAAABJRU5ErkJggg==)(d) At least one of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+eAQAH+QJ9yC5sHwAAAABJRU5ErkJggg==)A I ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6+RAQAH/QJ/12HVBgAAAABJRU5ErkJggg==)and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MJAwAINAKdnyURyAAAAABJRU5ErkJggg==)AT is high.

**then** there is a ketone subgroup

Having recognized that the molecule contains a particular substructure, the number of possible candidates is enormously reduced. The DENDRAL team concluded that the new system was powerful because

All the relevant theoretical knowledge to solve these problems has been mapped over from its general form in the [spectrum prediction component] ("first principles") to efficient special forms ("cookbook recipes"). ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MpAwAINgKeyhWtgAAAAABJRU5ErkJggg==)(Feigenbaum ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MZAwAIOAKfH+8VTgAAAABJRU5ErkJggg==)*el al, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3M5AwAIOgKgZbDVgQAAAABJRU5ErkJggg==)*1971) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MFAwAIPAKheflWgwAAAABJRU5ErkJggg==)

The significance of DENDRAL was that it was arguably the first successful *knowledge-intensive* system: its expertise derived from large numbers of special-purpose rules. Later systems also incorporated the main theme of McCarthy's Advice Taker ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MlAwAIPgKiLMnqywAAAABJRU5ErkJggg==)approach— the clean separation of the knowledge (in the form of rules) and the reasoning component.

With this lesson in mind, Feigenbaum and others at Stanford began the Heuristic Program ming Project (HPP), to investigate the extent to which the new methodology of **expert systems** could be applied to other areas of human expertise. The next major effort was in the area of medical diagnosis. Feigenbaum, Buchanan, and Dr. Edward Shortliffe developed MYCIN ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MVAwAIQAKjrcI6VQAAAABJRU5ErkJggg==)to diagnose blood infections. With about 450 rules, MYCIN was able to perform as well as some
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experts, and considerably better than junior doctors. It also contained two major differences from DENDRAL. First, unlike the DENDRAL rules, no general theoretical model existed from which the MYCIN ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3M1AwAIQgKk/59CBAAAAABJRU5ErkJggg==)rules could be deduced. They had to be acquired from extensive interviewing of experts, who in turn acquired them from direct experience of cases. Second, the rules had to reflect the uncertainty associated with medical knowledge. MYCIN incorporated a calculus of uncertainty called **certainty factors** (see Chapter 14), which seemed (at the time) to fit well with how doctors assessed the impact of evidence on the diagnosis.

Other approaches to medical diagnosis were also followed. At Rutgers University, Saul ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MNAwAIRAKlF5nlFQAAAABJRU5ErkJggg==)Amarel's *Computers in ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MtAwAIRgKmQqlZXQAAAABJRU5ErkJggg==)Biomedicine* project began an ambitious attempt to diagnose diseases based on explicit knowledge of the causal mechanisms of the disease process. Meanwhile, large groups at MIT and the New England Medical Center were pursuing an approach to diagnosis and treatment based on the theories of probability and utility. Their aim was to build systems that gave provably optimal medical recommendations. In medicine, the Stanford approach using rules provided by doctors proved more popular at first. But another probabilistic reasoning system, PROSPECTOR (Duda *et al., ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MdAwAISAKnl1PhkwAAAABJRU5ErkJggg==)*1979), generated enormous publicity by recommending exploratory drilling at a geological site that proved to contain a large molybdenum deposit.

The importance of domain knowledge was also apparent in the area of understanding natural language. Although Winograd's SHRDLU system for understanding natural language had engendered a good deal of excitement, its dependence on syntactic analysis caused some of the same problems as occurred in the early machine translation work. It was able to overcome ambiguity and understand pronoun references, but this was mainly because it was designed specifically for one ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3M9AwAISgKoy9UR8AAAAABJRU5ErkJggg==)area—the blocks world. Several researchers, including Eugene Charniak,![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MDAwAITAKpQAOD2wAAAABJRU5ErkJggg==) a fellow graduate student of Winograd's at MIT, suggested that robust language understanding would require general knowledge about the world and a general method for using that knowledge.

At Yale, the linguist-turned-Al-researcher ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MjAwAITgKqFTM/kwAAAABJRU5ErkJggg==)Roger Schank emphasized this point by claiming, "There is no such thing as syntax," which upset a lot of linguists, but did serve to start a useful discussion. Schank and his students built a series of programs (Schank and Abelson, 1977; Schank and Riesbeck, 1981; ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MTAwAIUAKr3O8kLQAAAABJRU5ErkJggg==)Dyer, 1983) that all had the task of understanding natural language. The emphasis, however, was less on language *per se* and more on the problems of representing and reasoning with the knowledge required for language understanding. The problems included representing stereotypical situations (Cullingford, 1981), ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MzAwAIUgKsjrJcfAAAAABJRU5ErkJggg==)describing human memory organization (Rieger, 1976; Kolodner, 1983), and understanding plans and goals (Wilensky, 1983). ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MLAwAIVAKtZrT7bQAAAABJRU5ErkJggg==)William Woods (1973) built the LUNAR system, which allowed geologists to ask questions in English about the rock samples brought back by the Apollo moon mission. LUNAR was the first natural language program that was used by people other than the system's author to get real work done. Since then, many natural language programs have been used as interfaces to databases.

The widespread growth of applications to real-world problems caused a concomitant in crease in the demands for workable knowledge representation schemes. A large number of different representation languages were developed. Some were based on logic—for ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MrAwAIVgKuM4RHJQAAAABJRU5ErkJggg==)example, the Prolog language became popular in Europe, and the PLANNER family in the United States.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MbAwAIWAKv5n7/6wAAAABJRU5ErkJggg==)FRAMES

Others, following Minsky's idea of **frames** (1975), adopted a rather more structured approach, collecting together facts about particular object and event types, and arranging the types into a large taxonomic hierarchy analogous to a biological taxonomy.
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![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MCAwAIDAKJrYAlZwAAAABJRU5ErkJggg==)**AI becomes an industry (1980-1988)**

The first successful commercial expert system, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MiAwAIDgKK+LCZLwAAAABJRU5ErkJggg==)Rl, began operation at Digital Equipment Cor poration (McDermott, 1982). The program helped configure orders for new computer systems, and by 1986, it was saving the company an estimated $40 million a year. By 1988, DEC's AI group had 40 deployed expert systems, with more on the way. Du Pont had 100 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MSAwAIEAKLMWyCkQAAAABJRU5ErkJggg==)in use and 500 in development, saving an estimated $10 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MyAwAIEgKMYzH6wAAAAABJRU5ErkJggg==)million a year. Nearly every major U.S. corporation had its own AI group and was either using or investigating expert system technology.

In 1981, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MKAwAIFAKNizdd0QAAAABJRU5ErkJggg==)the Japanese announced the "Fifth Generation" project, a 10-year plan to build intelligent computers running Prolog in much the same way that ordinary computers run machine code. The idea was that with the ability to make millions of inferences per second, computers would be able to take advantage of vast stores of rules. The project proposed to achieve full-scale natural language ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MqAwAIFgKO3gfhmQAAAABJRU5ErkJggg==)understanding, among other ambitious goals.

The Fifth Generation project fueled interest in AI, and by taking advantage of fears of j Japanese domination, researchers and corporations were able to generate support for a similar investment in the United States. The Microelectronics and Computer Technology Corporation i (MCC) was formed as a research consortium to counter the Japanese project. In Britain, the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MaAwAIGAKPC/1ZVwAAAABJRU5ErkJggg==)Alvey report reinstated the funding that was cut by the Lighthill ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3M6AwAIGgKQSsy5UAAAAABJRU5ErkJggg==)report.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MGAwAIHAKRVoU6UgAAAABJRU5ErkJggg==)16 In both cases, AI was part of a broad effort, including chip design and human-interface research. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MmAwAIHgKSA7WGGgAAAABJRU5ErkJggg==)

The booming AI industry also included companies such as Carnegie Group, Inference, Intellicorp, and Teknowledge that offered the software tools to build expert systems, and hard ware companies such as Lisp Machines Inc., Texas Instruments, Symbolics, and Xerox ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MWAwAIIAKT8iTbRAAAAABJRU5ErkJggg==)that; were building workstations optimized for the development of Lisp programs. Over a hundred companies built industrial robotic vision systems. Overall, the industry went from a few million *\![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3M2AwAIIgKUoHmjFQAAAABJRU5ErkJggg==)* in sales in 1980 to $2 billion in 1988. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MOAwAIJAKVSH8EBAAAAABJRU5ErkJggg==)

**The return of neural networks ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MuAwAIJgKWHU+4TAAAAABJRU5ErkJggg==)(1986-present)**

Although computer science had neglected the field of neural networks after Minsky and Papert's *Perceptrons* book, work had continued in other fields, particularly physics. Large collections ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MeAwAIKAKXyLUAggAAAABJRU5ErkJggg==)' of simple neurons could be understood in much the same way as large collections of atoms in ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3M+AwAIKgKYlDPw4QAAAABJRU5ErkJggg==)< solids. Physicists such as Hopfield (1982) used techniques from statistical mechanics to analyze the storage and optimization properties of networks, leading to significant cross-fertilization of j ideas. Psychologists including David Rumelhart ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MBAwAILAKZuZJpfgAAAABJRU5ErkJggg==)and Geoff Hinton continued the study of neural net models of memory. As we discuss in Chapter 19, the real impetus came in the mid-1980s when at least four different groups reinvented the back-propagation learning algorithm first found in 1969 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MhAwAILgKa7KLVNgAAAABJRU5ErkJggg==)by Bryson and Ho. The algorithm was applied to many learning problems in computer science and psychology, and the widespread dissemination of the results in the collection *Parallel Distributed Processing* (Rumelhart and McClelland, 1986) caused great excitement. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MRAwAIMAKbJX7OiAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MxAwAIMgKcdyO22QAAAABJRU5ErkJggg==)

At about the same time, some disillusionment was occurring concerning the applicability of the expert system technology derived from MYCiN-type ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uXAQAHSQInFMxErQAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0ufAQAHTQIpx5KPEQAAAABJRU5ErkJggg==)systems.- Many corporations and

16![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uAAQAHTwIqn7JjOAAAAABJRU5ErkJggg==) To save embarrassment, a new field called IKBS (Intelligent Knowledge-BasedSystems) was defined because Artificial Intelligence had been officially ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uIAQAHUwIsUALSfgAAAABJRU5ErkJggg==)cancelled.

Section 1.3. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uYAQAHVQItRFYClAAAAABJRU5ErkJggg==)The History of Artificial Intelligence 25

research groups found that building a successful expert system involved much more than simply buying a reasoning system and filling it with rules. Some predicted an ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uEAQAHVwIufqVx+gAAAABJRU5ErkJggg==)"AI Winter" in which ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uUAQAHWQIvZOLwqAAAAABJRU5ErkJggg==)AI funding would be squeezed severely. It was perhaps this fear, and the historical factors on the neural network side, that led to a period in which neural networks and traditional AI were seen as rival fields, rather than as mutually supporting approaches to the same problem.

**Recent events ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uMAQAHWwIwvl/7mgAAAABJRU5ErkJggg==)(1987-present)**

Recent years have seen a sea change in both the content and the methodology of research in artificial intelligence.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uCAQAHXwIyB2dJNwAAAABJRU5ErkJggg==)17 It is now more common to build on existing theories than to propose brand new ones, to base claims on rigorous theorems or hard experimental evidence rather than on intuition, and to show relevance to real-world applications rather than toy examples.

The field of speech recognition illustrates the pattern. In the 1970s, a wide variety of different architectures and approaches were tried. Many of these were rather *ad hoc* and fragile, and were demonstrated on a few specially selected examples. In recent years, approaches based on **hidden Markov models ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uSAQAHYQIzOUst9QAAAABJRU5ErkJggg==)**(HMMs) have come to dominate the area. Two aspects of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yuYAQAHlQJNG5vQ7QAAAABJRU5ErkJggg==)HMMs are relevant to the present discussion. First, they are based on a rigorous mathematical theory. This has allowed speech researchers to build on several decades of mathematical results developed in other fields. Second, they are generated by a process of training on a large corpus of real speech data. This ensures that the performance is robust, and in rigorous blind tests the HMMs have been steadily improving their scores. Speech technology and the related field of handwritten character recognition are already making the transition to widespread industrial and consumer applications.

Another area that seems to have ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uRAQAHcQI7Gl4cKgAAAABJRU5ErkJggg==)benefitted from formalization ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uZAQAHdQI9x9tfpAAAAABJRU5ErkJggg==)is planning. Early work by Austin Tate (1977), followed up by David Chapman (1987), has resulted in an elegant synthesis of existing planning programs into a simple framework. There have been a number of advances that built upon each other rather than starting from scratch each time. The result is that planning systems that were only good for microworlds in the 1970s ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uVAQAHeQI/52+tmAAAAABJRU5ErkJggg==)are now used for scheduling of factory work and space missions, among other things. See Chapters 11 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8udAQAHfQJBZDQXGAAAAABJRU5ErkJggg==)and 12 for more details.

Judea Pearl's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uDAQAHfwJCyVh1XwAAAABJRU5ErkJggg==)(1988) *Probabilistic Reasoning in ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uTAQAHgQJDZtuH3QAAAABJRU5ErkJggg==)Intelligent Systems* marked a new accep tance of probability and decision theory in AI, following a resurgence of interest epitomized by Peter Cheeseman's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uLAQAHgwJErwoUuQAAAABJRU5ErkJggg==)(1985) article "In Defense of Probability." The **belief network** formalism was invented to allow efficient reasoning about the combination of uncertain evidence. This approach largely overcomes the problems with probabilistic reasoning systems of the 1960s and 1970s, and has come to dominate AI research on uncertain reasoning and expert systems. Work by Judea Pearl ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8ubAQAHhQJFu17EUwAAAABJRU5ErkJggg==)(1982a) and by Eric Horvitz and David Heckerman (Horvitz and Heckerman, 1986; Horvitz *et al., ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8uHAQAHhwJGga23PQAAAABJRU5ErkJggg==)*1986) promoted the idea of *normative* expert systems: ones that act rationally according to the laws of decision theory and do not try to imitate human experts. Chapters 14 to 16 cover this area.

17![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uUAQAHGQIPfC3YegAAAABJRU5ErkJggg==) Some have characterized this change as a victory of the **neats![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uMAQAHGwIQppDTSAAAAABJRU5ErkJggg==)**—those who think that AI theories should be grounded in mathematical rigor—over the **scruffles![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4uJAQAG8wH8E9KgNQAAAABJRU5ErkJggg==)**—those who would rather try out lots of ideas, write some programs, and then assess what seems to be working. Both approaches are important. A shift toward increased neatness implies that the field has reached a level of stability and maturity. (Whether that stability will be disrupted by a new scruffy idea is another question.)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4uFAQAG9wH+PXUDsQAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4uVAQAG+QH/JzKC4wAAAABJRU5ErkJggg==)
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Similar gentle revolutions have occurred in robotics, computer vision, machine learning (including neural networks), and knowledge representation. A better understanding of the prob lems and their complexity properties, combined with increased mathematical sophistication, has led to workable research agendas and robust methods. Perhaps encouraged by the progress in solving the subproblems of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4uNAQAG+wIAdqg4agAAAABJRU5ErkJggg==)AI, researchers ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4udAQAG/QIBYvzogAAAAABJRU5ErkJggg==)have also started to look ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4uDAQAG/wICz5CKxwAAAABJRU5ErkJggg==)at the "whole agent" problem again. The work of Alien Newell, John Laird, and Paul Rosenbloom on SOAR (Newell, 1990;![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4uTAQAHAQID2K8fIAAAAABJRU5ErkJggg==) Laird *et al., ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4uLAQAHAwIEEX6MRAAAAABJRU5ErkJggg==)*1987) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uTAQAHQQIj6f31HwAAAABJRU5ErkJggg==)is the best-known example of a complete agent architecture in AI. The so-called "situated" movement aims to understand the workings of agents embedded in real environments with continuous sensory inputs. Many interesting results are coming out of such work, including the realization that the previously isolated ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uLAQAHQwIkICxmewAAAABJRU5ErkJggg==)subfields of AI may need to be reorganized somewhat when their results are to be tied together into a single agent design.

1.4 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0ubAQAHRQIlNHi2kQAAAABJRU5ErkJggg==)THE STATE OF THE ART

International grandmaster Arnold Denker studies the pieces on the board in front of him. He realizes there is no hope; he must resign the game. His opponent, HITECH, becomes the first computer program to defeat a grandmaster in a game of chess (Berliner, 1989).

"I want to go from Boston to San Francisco," the traveller says into the microphone. "What date will you be travelling on?" is the reply. The traveller explains she wants to go October 20th, nonstop, on the cheapest available fare, returning on Sunday. A speech understanding program named PEGASUS handles the whole transaction, which results in a confirmed reservation that saves the traveller $894 over the regular coach fare. Even though the speech recognizer gets one out of ten words wrong,18 it is able to recover from these errors because of its understanding of how dialogs are put together (Zue *et al., ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uCAQAHHwISH6hh5QAAAABJRU5ErkJggg==)*1994).![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uKAQAHIwIU6FWWQwAAAABJRU5ErkJggg==) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uaAQAHJQIV/AFGqQAAAABJRU5ErkJggg==)

An analyst in the Mission Operations room of the Jet Propulsion Laboratory suddenly starts paying attention. A red message has flashed onto the screen indicating an "anomaly" with the Voyager spacecraft, which is somewhere in the vicinity of Neptune. Fortunately, the analyst is able to correct the problem from the ground. Operations personnel believe the problem might have been overlooked had it not been for MARVEL, a real-time expert system that monitors the massive stream of data transmitted by the spacecraft, handling routine tasks and alerting the analysts to more serious problems ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uGAQAHJwIWxvI1xwAAAABJRU5ErkJggg==)(Schwuttke, 1992).![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uWAQAHKQIX3LW0lQAAAABJRU5ErkJggg==)

Cruising the highway outside of Pittsburgh at a comfortable 55 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0uOAQAHKwIYG7+vwwAAAABJRU5ErkJggg==)mph, the man in the driver's seat seems relaxed. He should ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0ueAQAHLQIZD+t/KQAAAABJRU5ErkJggg==)be—for the past 90 miles, he has not had to touch the steering wheel, brake, or accelerator. The real driver is a robotic system that gathers input from video cameras, sonar, and laser range finders attached to the van. It combines these inputs with experience learned from training runs and succesfully computes how to steer the vehicle (Pomerleau, 1993).![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MLAwAI1ALtomYkpwAAAABJRU5ErkJggg==)

A leading expert on lymph-node pathology describes a fiendishly difficult case to the expert system, and examines the system's diagnosis. He scoffs at the system's response. Only slightly worried, the creators of the system suggest he ask the computer for an explanation of

18![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MrAwAI1gLu91aY7wAAAABJRU5ErkJggg==) Some other existing systems err only half as often on this task.
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the diagnosis. The machine points out the major factors influencing its decision, and explains the subtle interaction of several of the symptoms in this case. The expert admits his error, eventually (Heckerman, 1991).

From a camera perched on a street light above the crossroads, the traffic monitor watches the scene. If any humans were awake to read the main screen, they would see "Citroen 2CV turning from Place de la Concorde into Champs Ely sees," "Large truck of unknown make stopped on Place de la Concorde," and so on into the night. And occasionally, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MbAwAI2ALvIqwgIQAAAABJRU5ErkJggg==)"Major incident on Place de la Concorde, speeding van collided with motorcyclist," and an automatic call to the emergency services (King *et al, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//M7AwAI2gLwY53AJgAAAABJRU5ErkJggg==)*1993; ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MpAwAItgLeDsdySgAAAABJRU5ErkJggg==)Roller *et al., ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//M5AwAIugLgoWIKSwAAAABJRU5ErkJggg==)*1994).

These are just a few examples of artificial intelligence systems that exist today. Not magic or science fiction—but ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MlAwAIvgLi6Bs1AQAAAABJRU5ErkJggg==)rather science, engineering, and mathematics, to which this book provides an introduction.

i.5 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//M1AwAIwgLkO02dzgAAAABJRU5ErkJggg==)SUMMARY

This chapter defines ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MtAwAIxgLmhnuGlwAAAABJRU5ErkJggg==)Al and establishes the cultural background against which it has developed. Some of the important points are as follows:

• Different people think of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//M9AwAIygLoDwfOOgAAAABJRU5ErkJggg==)Al differently. Two important questions to ask are: Are you concerned with thinking or behavior? Do you want to model humans, or work from an ideal standard?

• In this book, we adopt the view that intelligence is concerned mainly with **rational action.** Ideally, an **intelligent agent** takes the best possible action in a situation. We will study the problem of building agents that are intelligent in this sense.

• Philosophers (going back to 400 B.C.) made ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MvAwAI5gL2NB7BOgAAAABJRU5ErkJggg==)Al conceivable by considering the ideas that the mind is in some ways like a machine, that it operates on knowledge encoded in some internal language, and that thought can be used to help arrive at the right actions to take.

• Mathematicians provided the tools to manipulate statements of logical certainty as well as uncertain, probabilistic statements. They also set the groundwork for reasoning about algorithms.

• Psychologists strengthened the idea that humans and other animals can be considered information processing machines. Linguists showed that language use fits into this model. • Computer engineering provided the artifact that makes ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MfAwAI6AL34eR59AAAAABJRU5ErkJggg==)Al applications possible. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//M/AwAI6gL4vWKJlwAAAABJRU5ErkJggg==)Al pro grams tend to be large, and they could not work without the great advances in speed and memory that the computer industry has provided.

• The history of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4uBAQAG7wH63GIRcwAAAABJRU5ErkJggg==)Al has had cycles of success, misplaced optimism, and resulting cutbacks in enthusiasm and funding. There have also been cycles of introducing new creative approaches and systematically refining the best ones.

• Recent progress in understanding the theoretical basis for intelligence has gone hand in hand with improvements in the capabilities of real systems.
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BIBLIOGRAPHICAL AND HISTORICAL NOTES

Daniel Crevier's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MHAwAI3ALxf9RDJAAAAABJRU5ErkJggg==)(1993) *Artificial Intelligence* gives a complete history of the field, and Raymond ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MnAwAI3gLyKuT/bAAAAABJRU5ErkJggg==)Kurzweil's (1990) *Age of Intelligent Machines* situates ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MXAwAI4ALz23WiMgAAAABJRU5ErkJggg==)AI in the broader context of computer science and intellectual history in general. Dianne Martin ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//M3AwAI4gL0iSjaYwAAAABJRU5ErkJggg==)(1993) documents the degree to which early computers were endowed by the media with mythical powers of intelligence.

The methodological status of artificial intelligence is discussed in *The Sciences of the Ar tificial,* by Herb Simon ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MPAwAI5AL1YS59cgAAAABJRU5ErkJggg==)(1981), which discusses research areas concerned with complex artifacts. It explains how AI can be viewed as both science and mathematics.

*Artificial Intelligence: The Very ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sfAwAI6wL43EPwogAAAABJRU5ErkJggg==)Idea,* by John Haugeland (1985) gives a readable account of the philosophical and practical problems of AI. Cognitive science is well-described by Johnson Laird's *The Computer and the Mind: An Introduction to Cognitive Science.* Baker ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+s/AwAI7QL5YHSFGgAAAABJRU5ErkJggg==)(1989) covers the syntactic part of modern linguistics, and Chierchia and McConnell-Ginet ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uRAQAG9AH8PhdVMgAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uZAQAG+AH+6uyDHQAAAABJRU5ErkJggg==)(1990) cover semantics. Alien (1995) covers linguistics from the AI point of view.

Early AI work is covered in Feigenbaum and Feldman's *Computers and Thought,* Minsky's *Semantic Information Processing,* and the *Machine Intelligence* series edited by Donald Michie. A large number of influential papers are collected in *Readings in Artificial Intelligence* (Webber and Nilsson, 1981). ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uVAQAG/AIAW23NbQAAAABJRU5ErkJggg==)Early papers on neural networks are collected in ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5udAQAHAAICgu4P9wAAAABJRU5ErkJggg==)*Neurocomputing* (Anderson and Rosenfeld, 1988). ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uTAQAHBAIEPLt5QwAAAABJRU5ErkJggg==)The *Encyclopedia ofAI ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5ubAQAHCAIG6ECvbAAAAABJRU5ErkJggg==)*(Shapiro, 1992) contains survey articles on almost every topic in AI. These articles usually provide a good entry point into the research literature on each topic. The four-volume ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uHAQAHCgIHPL29LgAAAABJRU5ErkJggg==)*Handbook of Artificial Intelligence ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/5uPAQAHDgIJ7+N2kgAAAABJRU5ErkJggg==)*(Barr and Feigenbaum, 1981)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uQAQAHFAIMZQgPqwAAAABJRU5ErkJggg==) contains descriptions of almost every major AI system published before 1981.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uYAQAHGAIOsfPZhAAAAABJRU5ErkJggg==)

The most recent work appears in the proceedings of the major AI conferences: the biennial International Joint Conference on AI ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uUAQAHHAIQi1UmTwAAAABJRU5ErkJggg==)(IJCAI), and the annual National Conference on AI, more often known as ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1ucAQAHIAISe8UV8AAAAABJRU5ErkJggg==)AAAI, after its sponsoring organization. The major journals for general AI are *Artificial Intelligence, Computational Intelligence,* the IEEE *Transactions on Pattern Analysis and Machine Intelligence,* and the electronic *Journal of Artificial Intelligence Research.* There are also many journals devoted to specific areas, which we cover in the appropriate chapters. Commercial products are covered in the magazines *AI Expert* and *PC AI.* The main professional societies for AI are the American Association for Artificial Intelligence ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uCAQAHIgITOKcWmwAAAABJRU5ErkJggg==)(AAAI), the ACM Special Interest Group in Artificial Intelligence (SIGART), and the Society for Artificial Intelligence and Simulation of Behaviour ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uSAQAHJAIUxZBjRAAAAABJRU5ErkJggg==)(AISB). ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uaAQAHKAIWEWu1awAAAABJRU5ErkJggg==)AAAFs *AI ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/1uGAQAHKgIXxZanKQAAAABJRU5ErkJggg==)Magazine* and the *SIGART Bulletin* contain many topical and tutorial articles as well as announcements of conferences and workshops.

EXERCISES

These exercises are intended to stimulate discussion, and some might be set as term projects. Alternatively, preliminary attempts can be made now, and these attempts can be reviewed after completing the book.

1.1 Read Turing's original paper on AI (Turing, 1950). In the paper, he discusses several potential objections to his proposed enterprise and his test for intelligence. Which objections
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still carry some weight? Are his refutations valid? Can you think of new objections arising from developments since he wrote the paper? In the paper, he predicts that by the year 2000, a computer will have a 30% chance of passing a five-minute Turing Test with an unskilled interrogator. Do you think this is reasonable?

1.2 We characterized the definitions of AI along two dimensions, human vs. ideal and thought vs. action. But there are other dimensions that are worth considering. One dimension is whether we are interested in theoretical results or in practical applications. Another is whether we intend our intelligent computers to be conscious or not. Philosophers have had a lot to say about this issue, and although most AI researchers are happy to leave the questions to the philosophers,

STRONG AI there has been heated debate. The claim that machines can be conscious is called the strong AI WEAKA I claim; the **weak AI** position makes no such claim. Characterize the eight definitions on page 5 and the seven following definitions according to the four dimensions we have mentioned and whatever other ones you feel are helpful.

Artificial intelligence is ...

a. "a collection of algorithms that are computationally tractable, adequate approximations of intractably specified problems" (Partridge, 1991)

b. "the enterprise of constructing a physical symbol system that can reliably pass the Turing Test" (Ginsberg, 1993)

c. "the field of computer science that studies how machines can be made to act intelli gently" (Jackson, 1986)

d. "a field of study that encompasses computational techniques for performing tasks that apparently require intelligence when performed by humans" (Tanimoto, 1990)

e. "a very general investigation of the nature of intelligence and the principles and mechanisms required for understanding or replicating it" (Sharpies *et ai,* 1989)

f. "the getting of computers to do things that seem to be intelligent" (Rowe, 1988).

**1.3** There are well-known classes of problems that are intractably difficult for computers, and other classes that are provably undecidable by any computer. Does this mean that AI is impossible?

**1.4** Suppose we extend Evans's ANALOGY program so that it can score 200 on a standard IQ test. Would we then have a program more intelligent than a human? Explain.

**1.5** Examine the AI literature to discover whether or not the following tasks can currently be solved by computers:

a. Playing a decent game of table tennis (ping-pong).

b. Driving in the center of Cairo.

c. Playing a decent game of bridge at a competitive level.

d. Discovering and proving new mathematical theorems.

e. Writing an intentionally funny story.

f. Giving competent legal advice in a specialized area of law.

g. Translating spoken English into spoken Swedish in real time.
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For the currently infeasible ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+stAwAIyQLnVX7bogAAAABJRU5ErkJggg==)tasks, try to find out what the difficulties are and estimate when they will be overcome.

**1.6** Find an article written by a lay person in a reputable newspaper or magazine claiming the achievement of some intelligent capacity by a machine, where the claim is either wildly exaggerated or false.

**1.7** Fact, fiction, and forecast:

a. Find a claim in print by a reputable philosopher or scientist to the effect that a certain capacity will never be exhibited by computers, where that capacity has now been exhibited. b. Find a claim by a reputable computer scientist to the effect that a certain capacity would

be exhibited by a date that has since passed, without the appearance of that capacity. c. Compare the accuracy of these predictions to predictions in other fields such as biomedicine, fusion power, nanotechnology, transportation, or home electronics.

**1.8** Some authors have claimed that perception and motor skills are the most important part of intelligence, and that "higher-level" capacities are necessarily ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sdAwAIywLobia3DwAAAABJRU5ErkJggg==)parasitic—simple add-ons to these underlying facilities. Certainly, most of evolution and a large part of the brain have been devoted to perception and motor skills, whereas ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+s9AwAIzQLp0hHCtwAAAABJRU5ErkJggg==)AI has found tasks such as game playing and logical inference to be easier, in many ways, than perceiving and acting in the real world. Do you think that ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sDAwAIzwLqsMCZbAAAAABJRU5ErkJggg==)AI's traditional focus on higher-level cognitive abilities is misplaced?

**1.9** "Surely computers cannot be intelligent—they ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sjAwAI0QLrHsIeHAAAAABJRU5ErkJggg==)can only do what their programmers tell them." Is the latter statement true, and does it imply the former?

**1.10** "Surely animals cannot be intelligent—they ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sTAwAI0wLsK0H6gwAAAABJRU5ErkJggg==)can only do what their genes tell them." Is the latter statement true, and does it imply the former?
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2 INTELLIGENT AGENTS

*In which we discuss what an intelligent agent does, how it is related to its environment,*

*how it is evaluated, and how we might go about ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sLAwAI1wLulnfh2gAAAABJRU5ErkJggg==)building one.*

*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+srAwAI2QLvJFPF2gAAAABJRU5ErkJggg==)*2.1 INTRODUCTION

**An agent is** anything that can be viewed as **perceiving** its environment through **sensors and acting** upon that environment through **effectors.** A human agent has eyes, ears, and other organs for sensors, and hands, legs, mouth, and other body parts for effectors. A robotic agent substitutes cameras and infrared range finders for the sensors and various motors for the effectors. A software agent has encoded bit strings as its percepts and actions. A generic agent is diagrammed in Figure ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sbAwAI2wLwAry5EwAAAABJRU5ErkJggg==)2.1.

Our aim in this book is to design agents that do a good job of acting on their environment. First, we will be a little more precise about what we mean by a good job. Then we will talk about different designs for successful ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+s7AwAI3QLxvovMqwAAAABJRU5ErkJggg==)agents—filling in the question mark in Figure ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sHAwAI3wLyS8WGWQAAAABJRU5ErkJggg==)2.1. We discuss some of the general principles used in the design of agents throughout the book, chief among which is the principle that agents should *know* things. Finally, we show how to couple an agent to an environment and describe several kinds of environments.

How AGENTS SHOULD ACT

RATIONAL ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+snAwAI4QLz3YpHyQAAAABJRU5ErkJggg==)AGENT A **rational agent** is one that does the right thing. Obviously, this is better than doing the wrong thing, but what does it mean? As a first approximation, we will say that the right action is the one that will cause the agent to be most successful. That leaves us with the problem of deciding *how* and *when* to evaluate the agent's success.
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**effectors**

**Figure 2.1** Agents interact with environments through sensors and effectors.

PERFORMANCE MEASURE

OMNISCIENCE

We use the term **performance measure** for the *how—![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sXAwAI4wL06AmjVgAAAABJRU5ErkJggg==)*the criteria that determine how successful an agent is. Obviously, there is not one fixed measure suitable for all agents. We could ask the agent for a subjective opinion of how happy it is with its own performance, but some agents would be unable to answer, and others would delude themselves. (Human agents in particular are notorious for "sour grapes"—saying ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+s3AwAI5QL1VD7W7gAAAABJRU5ErkJggg==)they did not really want something after they are unsuccessful at getting it.) Therefore, we will insist on an objective performance measure imposed by some authority. In other words, we as outside observers establish a standard of what it means to be successful in an environment and use it to measure the performance of agents.

As an example, consider the case of an agent that is supposed to vacuum a dirty floor. A plausible performance measure would be the amount of dirt cleaned up in a single eight-hour shift. A more sophisticated performance measure would factor in the amount of electricity consumed and the amount of noise generated as well. A third performance measure might give highest marks to an agent that not only cleans the floor quietly and efficiently, but also finds time to go windsurfing at the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sKAwAIlwLOe/RHZgAAAABJRU5ErkJggg==)weekend.'

The *when* of evaluating performance is also important. If we measured how much dirt the agent had cleaned up in the first hour of the day, we would be rewarding those agents that start fast (even if they do little or no work later on), and punishing those that work consistently. Thus, we want to measure performance over the long run, be it an eight-hour shift or a lifetime.

We need to be careful to distinguish between rationality and **omniscience.** An omniscient agent knows the *actual* outcome of its actions, and can act accordingly; but omniscience is ; impossible in reality. Consider the following example: I am walking along the Champs Elysees![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sqAwAImQLPydBjZgAAAABJRU5ErkJggg==) one day and I see an old friend across the street. There is no traffic nearby and I'm not otherwise engaged, so, being rational, I start to cross the street. Meanwhile, at 33,000 feet, a cargo door falls off a passing ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+saAwAImwLQ7z8frwAAAABJRU5ErkJggg==)airliner,2 and before I make it to the other side of the street I am flattened. Was I irrational to cross the street? It is unlikely that my obituary would read "Idiot attempts to cross

1![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+s6AwAInQLRUwhqFwAAAABJRU5ErkJggg==) There is a danger here for those who establish performance measures: you often get what you ask for. That is. if you measure success by the amount of dirt cleaned up, then some clever agent is bound to bring in a load of dirt each morning, quickly clean it up, and get a good performance score. What you really want to measure is how clean the floor is, but determining that is more difficult than just weighing the dirt cleaned up.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sGAwAInwLSpkYg5QAAAABJRU5ErkJggg==)2 See N. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+smAwAIoQLTMAnhdQAAAABJRU5ErkJggg==)Henderson. "New door latches urged for Boeing 747 jumbo jets." *Washington Post,* 8/24/89.
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street." Rather, this points out that rationality is concerned with *expected* success *given what has been perceived.* Crossing the street was rational because most of the time the crossing would be successful, and there was no way I could have foreseen the falling door. Note that another agent that was equipped with radar for detecting falling doors or a steel cage strong enough to repel them would be more successful, but it would not be any more rational.

In other words, we cannot blame an agent for failing to take into account something it could not perceive, or for failing to take an action (such as repelling the cargo door) that it is incapable of taking. But relaxing the requirement of perfection is not just a question of being fair to agents. The point is that if we specify that an intelligent agent should always do what is *actually* the right thing, it will be impossible to design an agent to fulfill this specification—unless we improve the performance of crystal balls.

In summary, what is rational at any given time depends on four things:

• The performance measure that defines degree of success.

• Everything that the agent has perceived so far. We will call this complete perceptual history

PERCEPT SEQUENCE

IDEAL RATIONAL

AGENT

the **percept sequence.**

• What the agent knows about the environment.

• The actions that the agent can perform.

This leads to a definition of an **ideal rational agent:** *For each possible percept sequence, an ideal rational agent should do whatever action is expected to maximize its performance measure, on the basis of the evidence provided by the percept sequence and whatever built-in knowledge the agent has.*

We need to look carefully at this definition. At first glance, it might appear to allow an agent to indulge in some decidedly underintelligent activities. For example, if an agent does not look both ways before crossing a busy road, then its percept sequence will not tell it that there is a large truck approaching at high speed. The definition seems to say that it would be OK for it to cross the road. In fact, this interpretation is wrong on two counts. First, it would not be rational to cross the road: the risk of crossing without looking is too great. Second, an ideal rational agent would have chosen the "looking" action before stepping into the street, because looking helps maximize the expected performance. Doing actions *in order to obtain useful information* is an important part of rationality and is covered in depth in Chapter 16.

The notion of an agent is meant to be a tool for analyzing systems, not an absolute characterization that divides the world into agents and non-agents. Consider a clock. It can be thought of as just an inanimate object, or it can be thought of as a simple agent. As an agent, most clocks always do the right action: moving their hands (or displaying digits) in the proper fashion. Clocks are a kind of degenerate agent in that their percept sequence is empty; no matter what happens outside, the clock's action should be unaffected.

Well, this is not quite true. If the clock and its owner take a trip from California to Australia, the right thing for the clock to do would be to turn itself back six hours. We do not get upset at our clocks for failing to do this because we realize that they are acting rationally, given their lack of perceptual equipment.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sOAwAIpwLWuLweswAAAABJRU5ErkJggg==)3

One of the authors still gets a small thrill when his computer successfully resets itself at daylight savings time.
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**The ideal mapping from percept sequences to actions**

Once we realize that an agent's behavior depends only on its percept sequence to date, then we can describe any particular agent by making a table of the action it takes in response to each possible percept sequence. (For most agents, this would be a very long list—infinite, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+suAwAIqQLXCpg6swAAAABJRU5ErkJggg==)in fact, unless we place a bound on the length of percept sequences we want to consider.) Such a list is called

MAPPING

IDEAL MAPPINGS

a **mapping** from percept sequences to actions. We can, in principle, find out which mapping correctly describes an agent by trying out all possible percept sequences and recording which actions the agent does in response. (If the agent uses some randomization in its computations, then we would have to try some percept sequences several times to get a good idea of the agent's average behavior.) And if mappings describe agents, then **ideal mappings** describe ideal agents. *Specifying which action an agent ought to take in response to any given percept sequence provides a design for an ideal agent.*

This does not mean, of course, that we have to create an explicit table with an entry for every possible percept sequence. It is possible to define a specification of the mapping without exhaustively enumerating it. Consider a very simple agent: the square-root function on a calculator. The percept sequence for this agent is a sequence of keystrokes representing a number, and the action is to display a number on the display screen. The ideal mapping is that when the percept is a positive number *x,* the right action is to display a positive number *z* such that ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+seAwAIqwLYMcBWHgAAAABJRU5ErkJggg==)z2 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+s+AwAIrQLZjfcjpgAAAABJRU5ErkJggg==)« *x,* accurate to, say, 15 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+sBAwAIrwLaSVFzyQAAAABJRU5ErkJggg==)decimal places. This specification of the ideal mapping does not require the designer to actually construct a table of square roots. Nor does the square-root function have to use a table to behave correctly: Figure 2.2 shows part of the ideal mapping and a simple program that implements the mapping using Newton's method.

The square-root example illustrates the relationship between the ideal mapping and an ideal agent design, for a very restricted task. Whereas the table is very large, the agent is a ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+shAwAIsQLb51P0uQAAAABJRU5ErkJggg==)nice,; compact program. It turns out that it is possible to design nice, compact agents that implement j
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end

return z

Figure 2.2 Part of the ideal mapping for the square-root problem (accurate to 1 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7uXAQAIDAKIg/yx4wAAAABJRU5ErkJggg==)5 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7uaAQAH6AJ2TqZnEgAAAABJRU5ErkJggg==)digits), and a corresponding program that implements the ideal mapping.
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the ideal mapping for much more general situations: agents that can solve a limitless variety of tasks in a limitless variety of environments. Before we discuss how to do this, we need to look at one more requirement that an intelligent agent ought to satisfy.

**Autonomy**

There is one more thing to deal with in the definition of an ideal rational agent: the "built-in knowledge" part. If the agent's actions are based completely on ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7ueAQAH8AJ6oWr94gAAAABJRU5ErkJggg==)built-in knowledge, such that it AUTONOMY need pay no attention to its percepts, then we say that the agent lacks **autonomy.** For example, if the clock manufacturer was prescient enough to know that the clock's ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7uRAQAH9AJ8uUiA4gAAAABJRU5ErkJggg==)owner would be going to Australia at some particular date, then a mechanism could be built in to adjust the hands automatically by six hours at just the right time. This would certainly be successful behavior, but

the intelligence ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7uJAQAH9gJ9mfq2swAAAABJRU5ErkJggg==)seems to belong to the clock's designer rather than to the clock itself. An agent's behavior can be based on both its own experience and the built-in knowledge ,*.-.<-..* used in constructing the agent for the particular environment in which it operates. *A system is* I\*E~ ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7uFAQAH+gJ/uU5EjwAAAABJRU5ErkJggg==)*autonomous![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7uVAQAH/AKA9x9LfgAAAABJRU5ErkJggg==)4 to the extent that its behavior is determined b\ ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7uNAQAH/gKB1619LwAAAABJRU5ErkJggg==)its own experience.* It would be too stringent, though, to require complete autonomy from the word go: when the agent has had little or no experience, it would have to act randomly unless the designer gave some assistance. So, just as evolution provides animals with enough built-in reflexes so that they can survive long enough to learn for themselves, it would be reasonable to provide an artificial intelligent agent with some initial knowledge as well as an ability to learn. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9ufAQAHkAJKufitYQAAAABJRU5ErkJggg==)

Autonomy not only fits in with our intuition, but it is an example of sound engineering practices. An agent that operates on the basis of built-in assumptions will only operate success fully when those assumptions hold, and thus lacks flexibility. Consider, for example, the lowly dung beetle. After digging its nest and laying its eggs, it fetches a ball of dung from a nearby heap to plug the entrance; if the ball of dung is removed from its grasp *en route,* the beetle continues on and pantomimes plugging the nest with the nonexistent dung ball, never noticing that it is missing. Evolution has built an assumption into the beetle's behavior, and when it is violated, unsuccessful behavior results. A truly autonomous intelligent agent should be able to operate successfully in a wide variety of environments, given sufficient time to adapt.

STRUCTURE OF INTELLIGENT AGENTS

So far we have talked about agents by describing their *behavior![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zuAAQAHkgJL3z2A3wAAAABJRU5ErkJggg==)*—the action that is performed after any given sequence of percepts. Now, we will have to bite the bullet and talk about how ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zuQAQAHlAJMIgr1AAAAAABJRU5ErkJggg==)AGENTPROGRAM the insides work. The job of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9uOAQAHbgI5DgdERwAAAABJRU5ErkJggg==)AI is to design the **agent program:** a function that implements the agent mapping from percepts to actions. We assume this program will run on some sort of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9uBAQAHcgI7A30PlgAAAABJRU5ErkJggg==)ARCHITECTURE computing device, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9uRAQAHdAI8/kp6SQAAAABJRU5ErkJggg==)which we will call the **architecture.** Obviously, the program we choose has

4![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9uJAQAHdgI93vhMGAAAAABJRU5ErkJggg==) The word "autonomous" has also come to mean something like "not under the immediate control of a human," as in "autonomous land vehicle." We are using it in a stronger sense.

**AI ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9uZAQAHeAI+KrGsZgAAAABJRU5ErkJggg==)All**
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to be one that the architecture will accept and run. The architecture might be a plain computer, or it might include special-purpose hardware for certain tasks, such as processing camera images or filtering audio input. It might also include software that provides a degree of insulation between the raw computer and the agent program, so that we can program at a higher level. In general, the architecture makes the percepts from the sensors available to the program, runs the program, and feeds the program's action choices to the effectors as they are generated. The relationship among agents, architectures, and programs can be summed up as follows:

*agent = architecture + program*

Most of this book is about designing agent programs, although Chapters 24 and 25 deal directly with the architecture.

Before we design an agent program, we must have a pretty good idea of the possible percepts and actions, what goals or performance measure the agent is supposed to achieve, and what sort of environment it will operate in.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9uFAQAHegI//ky+JAAAAABJRU5ErkJggg==)5 These come in a wide variety. Figure 2.3 shows the basic elements for a selection of agent types.

It may come as a surprise to some readers that we include in our list of agent types some programs that seem to operate in the entirely artificial environment defined by keyboard input and character output on a screen. "Surely," one might say, "this is not a real environment, is it?" In fact, what matters is not the distinction between "real" and "artificial" environments, but the complexity of the relationship among the behavior of the agent, the percept sequence generated by the environment, and the goals that the agent is supposed to achieve. Some "real" environments are actually quite simple. For example, a robot designed to inspect parts as they come by on a conveyer belt can make use of a number of simplifying assumptions: that the lighting is always just so, that the only thing on the conveyer belt will be parts of a certain kind, and that there are only two ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/9uVAQAHfAJAXaUy9QAAAABJRU5ErkJggg==)actions—accept the part or mark it as a reject.

SOFTWARE AGENTS SOFTBOTS

In contrast, some **software agents** (or software robots or **softbots)** exist in rich, unlimited domains. Imagine a softbot designed to fly a flight simulator for a 747. The simulator is a very detailed, complex environment, and the software agent must choose from a wide variety of actions in real time. Or imagine a softbot designed to scan online news sources and show the interesting items to its customers. To do well, it will need some natural language processing abilities, it will need to learn what each customer is interested in, and it will need to dynamically change its plans when, for example, the connection for one news source crashes or a new one comes online.

Some environments blur the distinction between "real" and "artificial." In the ALIVE environment (Maes *et al., ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zuJAQAHtgJdgTWeYQAAAABJRU5ErkJggg==)*1994), ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zuZAQAHuAJedXx+HwAAAABJRU5ErkJggg==)software agents are given as percepts a digitized camera image of a room where a human walks about. The agent processes the camera image and chooses an action. The environment also displays the camera image on a large display screen that the human can watch, and superimposes on the image a computer graphics rendering of the software agent. One such image is a cartoon dog, which has been programmed to move toward the human (unless he points to send the dog away) and to shake hands or jump up eagerly when the human makes certain gestures.

5![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zuFAQAHugJfoYFsXQAAAABJRU5ErkJggg==) For the acronymically minded, we call this the PAGE (Percepts, Actions, Goals, Environment) description. Note that the goals do *not* necessarily have to be represented within the agent; they simply describe the performance measure by which the agent design will be judged.
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Agent Type

Medical diagnosis system ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zuYAQAHmAJO9vEjLwAAAABJRU5ErkJggg==)

Satellite image analysis ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zuUAQAHnAJQzFfc5AAAAABJRU5ErkJggg==)system

Part-picking robot Refinery controller

Interactive English tutor

Percepts

Symptoms,

findings, patient's answers

Pixels of varying intensity, color ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zuMAQAHngJR7OXqtQAAAABJRU5ErkJggg==)
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Temperature, pressure readings

Typed words

Actions

Questions, tests, treatments

Print a

categorization of scene

Pick up parts and sort into bins

Open, close

valves; adjust temperature

Print exercises, suggestions,

corrections

Goals

Healthy patient, minimize costs

Correct

categorization

Place parts in

correct bins

Maximize purity, yield, safety

Maximize

student's score on test

Environment Patient, hospital

Images from orbiting satellite

Conveyor belt with parts

Refinery

Set of students

Figure 2.3 Examples of agent types and their PAGE descriptions.

The most famous artificial environment is the Turing Test environment, in which the whole point is that real and artificial agents are on equal footing, but the environment is challenging enough that it is very difficult for a software agent to do as well as a ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zuCAQAHogJTf6XsMAAAAABJRU5ErkJggg==)human. Section 2.4 describes in more detail the factors that make some environments more demanding than others.

**Agent programs**

We will be building intelligent agents throughout the book. They will all have the same skeleton, namely, accepting percepts from an environment and generating actions. The early versions of agent programs will have a very simple form (Figure 2.4). Each will use some internal data structures that ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zuSAQAHpAJUgpKZ7wAAAABJRU5ErkJggg==)will be updated as new percepts arrive. These data structures are operated on by the agent's decision-making procedures to generate an action choice, which is then passed to the architecture to be executed.

There are two things to note about this skeleton program. First, even though we defined the agent mapping as a function from percept *sequences* to actions, the agent program receives only a single percept as its input. It is up to the agent to build up the percept sequence in memory, if it so desires. In some environments, it is possible to be quite successful without storing the percept sequence, and in complex domains, it is infeasible to store the complete sequence.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/zuKAQAHpgJVoiCvvgAAAABJRU5ErkJggg==)

38 Chapter 2. Intelligent ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeOAQAHsQJa9K0HrQAAAABJRU5ErkJggg==)Agents

**function ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeeAQAHswJb5/B/mwAAAABJRU5ErkJggg==)***SKELETON-AGEN~[(percept)* **returns** action

**static:** *memory,* the agent's memory of the world

*memory* — ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeBAQAHtQJc7I96rQAAAABJRU5ErkJggg==)UPDATE-MEMORY(memory, *percept)*

*action ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeRAQAHtwJd/9ICmwAAAABJRU5ErkJggg==)*<— CHOOSE-BEST-ACTION(/tt<?mwy)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeJAQAHuQJeOHSsggAAAABJRU5ErkJggg==)

*memory — ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeZAQAHuwJfKynUtAAAAABJRU5ErkJggg==)*UPDATE-MEMORY(/wemorv, *action)*

**return** *action*

**Figure 2.4** A skeleton agent. On each invocation, the agent's memory is updated to reflect the new percept, the best action is chosen, and the fact that the action was taken is also stored in memory. The memory persists from one invocation to the next.

Second, the goal or performance measure is *not* part of the skeleton program. This is because the performance measure is applied externally to judge the behavior of the agent, and it is often possible to achieve high performance without explicit knowledge of the performance measure (see, e.g., the square-root agent).

**Why not just look up the answers?**

Let us start with the simplest possible way we can think of to write the agent ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeFAQAHvQJgObxzgQAAAABJRU5ErkJggg==)program—a lookup table. Figure 2.5 shows the agent program. It operates by keeping in memory its entire percept sequence, and using it to index into *table,* which contains the appropriate action for all possible percept sequences.

It is instructive to consider why this proposal is doomed to failure:

1. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeVAQAHvwJhKuELtwAAAABJRU5ErkJggg==)The table needed for something as simple as an agent that can only play chess would be about ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeNAQAHwQJiubbN/gAAAABJRU5ErkJggg==)3510° entries.

2. It would take quite a long time for the designer to build the table.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yedAQAHwwJjquu1yAAAAABJRU5ErkJggg==)3. The agent has no autonomy at ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeDAQAHxQJkB+O7SgAAAABJRU5ErkJggg==)all, because the calculation of best actions is ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeTAQAHxwJlFL7DfAAAAABJRU5ErkJggg==)entirely built-in. ] So if the environment changed in some unexpected way, the agent would be lost.

**function** TABLE-DRIVEN-AGENT(percepf) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeLAQAHyQJm0xhtZQAAAABJRU5ErkJggg==)**returns** *action*

**static:** *percepts,* a sequence, initially empty

*table,* a table, indexed by percept sequences, initially fully specified

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yebAQAHywJnwEUVUwAAAABJRU5ErkJggg==)append *percept* to the end of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeHAQAHzQJo9AmCygAAAABJRU5ErkJggg==)*percepts*

*action ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeXAQAHzwJp51T6/AAAAABJRU5ErkJggg==)<— L(3OKVf(percepts, table)* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yePAQAH0QJqPNT3lQAAAABJRU5ErkJggg==)

**return** *action*

**Figure** 2.5 An agent based on a prespecified lookup table. It keeps track of the percept sequence and just looks up the best action.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yefAQAH0wJrL4mPowAAAABJRU5ErkJggg==)
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4. Even if we gave the agent a learning mechanism as well, so that it could have a degree of autonomy, it would take forever to learn the right value for all the table entries.

Despite all this, TABLE-DRIVEN-AGENT ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eAAQAH1QJsd80PTwAAAABJRU5ErkJggg==)*does* do what we want: it implements the desired agent mapping. It is not enough to say, "It can't be intelligent;" ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/6eQAQAH1wJtZJB3eQAAAABJRU5ErkJggg==)the point is to understand why an agent that *reasons* (as opposed to looking things up in a table) can do even better by avoiding the four drawbacks listed here.

**An example**

At this point, it will be helpful to consider a particular environment, so that our discussion can become more concrete. Mainly because of its familiarity, and because it involves a broad range of skills, we will look at the job of designing an automated taxi driver. We should point out, before the reader becomes alarmed, that such a system is currently somewhat beyond the capabilities of existing technology, although most of the components are available in some form.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eLAQAHiQJGGzzlDAAAAABJRU5ErkJggg==)6 The full driving task is extremely *open-ended—![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8ebAQAHiwJHCGGdOgAAAABJRU5ErkJggg==)*there is no limit to the novel combinations of circumstances that can arise (which is another reason why we chose it as a focus for discussion).

We must first think about the percepts, actions, goals and environment for the taxi. They are summarized in Figure 2.6 and discussed in turn.

Agent Type Taxi driver

Percepts

Cameras,

speedometer, GPS, sonar, microphone

Actions

Steer, accelerate, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eHAQAHjQJIPC0KowAAAABJRU5ErkJggg==)brake, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eXAQAHjwJJL3BylQAAAABJRU5ErkJggg==)talk to passenger

Goals

Safe, fast, legal, comfortable trip, maximize profits

Environment

Roads, other

traffic, pedestrians, customers

Figure 2.6 The taxi driver agent type.

The taxi will need to know where it is, what else is on the road, and how fast it is going. This information can be obtained from the **percepts** provided by one or more controllable TV cameras, the speedometer, and odometer. To control the vehicle properly, especially on curves, it should have an accelerometer; it will also need to know the mechanical state of the vehicle, so it will need the usual array of engine and electrical system sensors. It might have instruments that are not available to the average human driver: a satellite global positioning system (GPS) to give it accurate position information with respect to an electronic map; or infrared or sonar sensors to detect distances to other cars and obstacles. Finally, it will need a microphone or keyboard for the passengers to tell it their destination.

**The actions** available to a taxi driver will be more or less the same ones available to a human driver: control over the engine through the gas pedal and control over steering and braking. In addition, it will need output to a screen or voice synthesizer to talk back to the passengers, and perhaps some way to communicate with other vehicles.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8ePAQAHkQJK9PB//AAAAABJRU5ErkJggg==)6 See page 26 for a description of an existing driving robot, or look at the conference proceedings on Intelligent Vehicle and Highway Systems ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8efAQAHkwJL560HygAAAABJRU5ErkJggg==)(IVHS).
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What **performance measure** would we like our automated driver to aspire to? Desirable qualities include getting to the correct destination; minimizing fuel consumption and wear and tear; minimizing the trip time and/or cost; minimizing violations of traffic laws and disturbances to other drivers; maximizing safety and passenger comfort; maximizing profits. Obviously, some of these goals conflict, so there will be trade-offs involved.

Finally, were this a real project, we would need to decide what kind of driving **environment** the taxi will face. Should it operate on local roads, or also on freeways? Will it be in Southern California, where snow is seldom a problem, or in Alaska, where it seldom is not? Will it always be driving on the right, or might we want it to be flexible enough to drive on the left in case we want to operate taxis in Britain or Japan? Obviously, the more restricted the environment, the easier the design problem.

Now we have to decide how to build a real program to implement the mapping from percepts to action. We will find that different aspects of driving suggest different types of agent program. We will consider four types of agent program:

• Simple reflex agents

• Agents that keep track of the world

• ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeAAQAHlQJMbwInnQAAAABJRU5ErkJggg==)Goal-based agents

• Utility-based agents

**Simple reflex agents**

The option of constructing an explicit lookup table is out of the question. The visual input from a single camera comes in at the rate of 50 megabytes per second (25 frames per second, 1000 x 1000 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeQAQAHlwJNfF9fqwAAAABJRU5ErkJggg==)pixels with 8 bits of color and 8 bits of intensity information). So the lookup table for an hour would be ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeIAQAHmQJOu/nxsgAAAABJRU5ErkJggg==)260x60x50M entries.

However, we can summarize portions of the table by noting certain commonly occurring input/output associations. For example, if the car in front brakes, and its brake lights come on, then the driver should notice this and initiate braking. In other words, some processing is done on the visual input to establish the condition we call "The car in front is braking"; then this triggers some established connection in the agent program to the action "initiate braking". We call such

CONDITION-ACTION RULE

a connection a **condition-action ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeYAQAHmwJPqKSJhAAAAABJRU5ErkJggg==)rule7** written as

**if ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeEAQAHnQJQgV8OeQAAAABJRU5ErkJggg==)***car-in-front-is-bmking* **then** *initiate-braking*

Humans also have many such connections, some of which are learned responses (as for driving) and some of which are innate reflexes (such as blinking when something approaches the eye). In the course of the book, we will see several different ways in which such connections can be learned and implemented.

Figure 2.7 gives the structure of a simple reflex agent in schematic form, showing how the condition-action rules allow the agent to make the connection from percept to action. (Do not worry if this seems trivial; it gets more interesting shortly.) We use rectangles to denote

7![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeUAQAHnwJRkgJ2TwAAAABJRU5ErkJggg==) Also called **situation-action rules, productions, or ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeMAQAHoQJScc89xgAAAABJRU5ErkJggg==)if-then rules.** The last term is also used by some authors for logical implications, so we will avoid it altogether.
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Condition-action rules

**Figure** 2.7 Schematic diagram ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yecAQAHowJTYpJF8AAAAABJRU5ErkJggg==)of a simple reflex agent.

**function** SiMPLE-REFLEX-AGENT(/?erc<?/??) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeCAQAHpQJUz5pLcgAAAABJRU5ErkJggg==)**returns** *action*

**static:** *rules,* a set of condition-action rules

*state ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeSAQAHpwJV3MczRAAAAABJRU5ErkJggg==)*<— lNTERpRET-lNPUT(/7e;re/«)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeKAQAHqQJWG2GdXQAAAABJRU5ErkJggg==)

rtf/e ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeaAQAHqwJXCDzlawAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeGAQAHrQJYPHBy8gAAAABJRU5ErkJggg==)<- RULE-MATCH(.s?ate, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/yeWAQAHrwJZLy0KxAAAAABJRU5ErkJggg==)*rules)*

*action ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eMAQAHYQIyLgLvvwAAAABJRU5ErkJggg==)*<- RULE-AcTiON[rw/e]![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8ecAQAHYwIzPV+XiQAAAABJRU5ErkJggg==)

**return** *action*

**Figure** 2.8 A simple reflex agent. It works by finding a rule whose condition matches the current situation (as defined by the percept) and then doing the action associated with that rule.

the current internal state of the agent's decision process, and ovals to represent the background information used in the process. The agent program, which is also very simple, is shown in Figure 2.8. The INTERPRET-INPUT ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eCAQAHZQI0kFeZCwAAAABJRU5ErkJggg==)function generates an abstracted description of the current state from the percept, and the RULE-MATCH function returns the first rule in the set of rules that matches the given state description. Although such agents can be implemented very efficiently (see Chapter 10), their range of applicability is very narrow, as we shall see.

**Agents that keep track of the world**

The simple reflex agent described before will work only if the correct decision can be made on the basis of the current percept. If the car in front is a recent model, and has the centrally mounted brake light now required in the United States, then it will be possible to tell if it is braking from a single image. Unfortunately, older models have different configurations of tail
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lights, brake lights, and turn-signal lights, and it is not always possible to tell if the car is braking. Thus, even for the simple braking rule, our driver will have to maintain some sort of **internal** INTERNAL STATE **state** in order to choose an action. Here, the internal state is not too extensive—it ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eSAQAHZwI1gwrhPQAAAABJRU5ErkJggg==)just needs the previous frame from the camera to detect when two red lights at the edge of the vehicle go on or off simultaneously.

Consider the following more obvious case: from time to time, the driver looks in the rear-view mirror to check on the locations of nearby vehicles. When the driver is not looking in the mirror, the vehicles in the next lane are invisible (i.e., the states in which they are present and absent are indistinguishable); ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eKAQAHaQI2RKxPJAAAAABJRU5ErkJggg==)but in order to decide on a lane-change maneuver, the driver needs to know whether or not they are there.

The problem illustrated by this example arises because the sensors do not provide access to the complete state of the world. In such cases, the agent may need to maintain some internal state information in order to distinguish between world states that generate the same perceptual input but nonetheless are significantly different. Here, "significantly different" means that different actions are appropriate in the two states.

Updating this internal state information as time goes by requires two kinds of knowledge to be encoded in the agent program. First, we need some information about how the world evolves independently of the agent—for example, that an overtaking car generally will be closer behind than it was a moment ago. Second, we need some information ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eaAQAHawI3V/E3EgAAAABJRU5ErkJggg==)about'how the agent's own actions affect the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eGAQAHbQI4Y72giwAAAABJRU5ErkJggg==)world—for example, that when the agent changes lanes to the right, there is a gap (at least temporarily) in the lane it was in before, or that after driving for five minutes northbound ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eWAQAHbwI5cODYvQAAAABJRU5ErkJggg==); ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eOAQAHcQI6q2DV1AAAAABJRU5ErkJggg==)

on the freeway one is usually about five miles north of where one was five minutes ago. Figure 2.9 gives the structure of the reflex agent, showing how the current percept is j combined with the old internal state to generate the updated description of the current state. The ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eeAQAHcwI7uD2t4gAAAABJRU5ErkJggg==)*I* agent program is shown in Figure ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eBAQAHdQI8s0Ko1AAAAABJRU5ErkJggg==)2.10. The interesting part is the function UPDATE-STATE, which is responsible for creating the new internal state description. As well as interpreting the new percept in the light of existing knowledge about the state, it uses information about how the world j evolves to keep track of the unseen parts of the world, and also must know about what the agent's j actions do to the state of the world. Detailed examples appear in Chapters 7 and 17.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eRAQAHdwI9oB/Q4gAAAABJRU5ErkJggg==)

**Goal-based agents**

Knowing about the current state of the environment is not always enough to decide what to do. j For example, at a road junction, the taxi can turn left, right, or go straight on. The right decision ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eJAQAHeQI+Z7l++wAAAABJRU5ErkJggg==)j depends on where the taxi is trying to get to. In other words, as well as a current state description,!![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eZAQAHewI/dOQGzQAAAABJRU5ErkJggg==)

GOAL

SEARCH PLANNING

the agent needs some sort of **goal** information, which describes situations that are desirable—j for example, being at the passenger's destination. The agent program can combine this ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eFAQAHfQJAEK3gaAAAAABJRU5ErkJggg==)with! information about the results of possible actions (the same information as was used to update] internal state in the reflex agent) in order to choose actions that achieve the goal. Sometimes j this will be simple, when goal satisfaction results immediately from a single action; sometimes, j it will be more tricky, when the agent has to consider long sequences of twists and turns to find ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eVAQAHfwJBA/CYXgAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eNAQAHgQJCcZJFlwAAAABJRU5ErkJggg==)

a way to achieve the goal. **Search** (Chapters 3 to 5) and **planning** (Chapters ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8edAQAHgwJDYs89oQAAAABJRU5ErkJggg==)11 to 13) are the j ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eDAQAHhQJEz8czIwAAAABJRU5ErkJggg==)subfields of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eTAQAHhwJF3JpLFQAAAABJRU5ErkJggg==)AI devoted to finding action sequences that do achieve the agent's goals.

Section 2.3. Structure of Intelligent ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0eJAQAHOQIef3ZWKQAAAABJRU5ErkJggg==)Agents 43 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0eZAQAHOwIfbCsuHwAAAABJRU5ErkJggg==)j;iaijj|jHow **the world evolves ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0eFAQAHPQIgfr6JKgAAAABJRU5ErkJggg==)**JESijig![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0eVAQAHPwIhbePxHAAAAABJRU5ErkJggg==)

**Figure** 2.9 A reflex agent with internal state.

**function** REFLEX-AGENT-WiTH-STATE(percepO ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0eNAQAHQQIi/rQ3VQAAAABJRU5ErkJggg==)**returns**

**static:** *state,* a description of the current world state

*rules,* a set of condition-action rules

*state ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0edAQAHQwIj7elPYwAAAABJRU5ErkJggg==)<— ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0eDAQAHRQIkQOFB4QAAAABJRU5ErkJggg==)*UPDATE-STATE(.stafe, *percept)*

*rule — ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0eTAQAHRwIlU7w51wAAAABJRU5ErkJggg==)*RULE-MATCHOtate, *rules)*

*action —* RULE-ACTION[rwfe]![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0eLAQAHSQImlBqXzgAAAABJRU5ErkJggg==)

*state ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0ebAQAHSwInh0fv+AAAAABJRU5ErkJggg==)*<- ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eUAQAHXwIxzc+kNgAAAABJRU5ErkJggg==)UPDATE-STATEGstafe, *action)*

**return** *action*

**Figure** 2.10 A reflex agent with internal state. It works by finding a rule whose condition matches the current situation (as defined by the percept and the stored internal state) and then doing ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0eHAQAHTQIoswt4YQAAAABJRU5ErkJggg==)the action associated with that rule.

Notice that decision-making of this kind is fundamentally different from the condition action rules described earlier, in that it involves consideration of the future—both ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0eXAQAHTwIpoFYAVwAAAABJRU5ErkJggg==)"What will happen if I do such-and-such?" and "Will that make me happy?" In the reflex agent designs, this information is not explicitly used, because the designer has precomputed the correct action for various cases. The reflex agent brakes when it sees brake lights. A goal-based agent, in principle, could reason that if the car in front has its brake lights on, it will slow down. From the way the world usually evolves, the only action that will achieve the goal of not hitting other cars is to brake. Although the goal-based agent appears less efficient, it is far more flexible. If it starts to rain, the agent can update its knowledge of how effectively its brakes will operate; this will automatically cause all of the relevant behaviors to be altered to suit the new conditions. For the reflex agent, on the other hand, we would have to rewrite a large number of condition-action
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rules. Of course, the goal-based agent is also more flexible with respect to reaching different destinations. Simply by specifying a new destination, we can get the goal-based agent to come up with a new behavior. The reflex agent's rules for when to turn and when to go straight will only work for a single destination; they must all be replaced to go somewhere new.

Figure ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0ePAQAHUQIqe9YNPgAAAABJRU5ErkJggg==)2.11 shows the goal-based agent's structure. Chapter 13 contains detailed agent programs for goal-based agents.

How the world evolves ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0efAQAHUwIraIt1CAAAAABJRU5ErkJggg==)BIS

What my actions do JgSlii![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eAAQAHVQIsMM/15AAAAABJRU5ErkJggg==)

**Figure 2.11** An agent with explicit goals.

**Utility-based agents**

Goals alone are not really enough to generate high-quality behavior. For example, there are many action sequences that will get the taxi to its destination, thereby achieving the goal, but some I are quicker, safer, more reliable, or cheaper than others. Goals just provide a crude distinction between "happy" and "unhappy" states, whereas a more general performance measure should j

allow a comparison of different world states (or sequences of states) according to exactly how ]![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eQAQAHVwItI5KN0gAAAABJRU5ErkJggg==) happy they would make the agent if they could be achieved. Because "happy" does not sound I very scientific, the customary terminology is to say that if one world state is preferred to another, ]

then it has higher **utility** for the agent.8 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eIAQAHWQIu5DQjywAAAABJRU5ErkJggg==)

UTILITY

Utility is therefore a function that maps a ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eYAQAHWwIv92lb/QAAAABJRU5ErkJggg==)state9 onto a real number, which describes the j associated degree of happiness. A complete specification of the utility function allows rational j decisions in two kinds of cases where goals have trouble. First, when there are conflicting goals, 1 only some of which can be achieved (for example, speed and safety), the utility function specifies

the appropriate trade-off. Second, when there are several goals that the agent can aim for, none

8![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8eEAQAHXQIw3pLcAAAAAABJRU5ErkJggg==) The word "utility" here refers to "the quality of being useful," not to the electric company or water works. 9![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+ceAwAIsQLamdAE2wAAAABJRU5ErkJggg==) Or sequence of states, if we are measuring the utility of an agent over the long run.
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of which can *be* achieved with certainty, utility provides a way in which the likelihood of success can be weighed ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+c+AwAIswLbIu7ZvwAAAABJRU5ErkJggg==)up against the importance of the goals.

In Chapter 16, we show that any rational agent can be described as possessing a utility function. An agent that possesses an *explicit* utility function ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+cwAwAIewK/p7LAWwAAAABJRU5ErkJggg==)therefore can make rational decisions, but may have to compare the utilities achieved by different courses of actions. Goals, although cruder, enable the agent to pick an action right away if it satisfies the goal. In ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+coAwAIfwLBQzfmFQAAAABJRU5ErkJggg==)some cases, moreover, a utility function can be translated into a set of goals, such that the decisions made by a goal-based agent using those goals are identical to those made by the utility-based agent.

The overall utility-based agent structure appears in Figure ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/+c4AwAIgwLDdjmRQwAAAABJRU5ErkJggg==)2.12. Actual utility-based agent programs appeal in Chapter 5, where we examine game-playing programs that must make fine distinctions amoag various board positions; and in Chapter 17, where we tackle the general problem of designing decision-making agents.
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Figure 2.12 A complete utility-based agent.

In this section and in the exercises at the end of the chapter, you will see how to couple an agent to an environment. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+JAQAHvwJgLn3WLgAAAABJRU5ErkJggg==)Section 2.3 introduced several different kinds of agents and environments. In all cases, however, the nature of the connection between them is the same: actions are done by the agent on ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+ZAQAHwQJhYMs/LAAAAABJRU5ErkJggg==)tie environment, which in turn provides percepts to the agent. First, we will describe the different types of environments and how they affect the design of agents. Then we will describe environment ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+FAQAHwwJiWjhMQgAAAABJRU5ErkJggg==)programs that can be used as testbeds for agent programs.

46 Chapter 2. Intelligent Agents

**Properties of environments**

Environments come in several flavors. The principal distinctions to be made are as follows:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+VAQAHxQJjTmycqAAAAABJRU5ErkJggg==)ACCESSIBLE 0 **Accessible** vs. **inaccessible.**

If an agent's sensory apparatus gives it access to the complete state of the environment, then we say that the environment is accessible to that agent. An environment is effectively accessible if the sensors detect ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+CAQAHawI2pyLOmAAAAABJRU5ErkJggg==)all aspects that are relevant to the choice of action. An accessible environment is convenient because the agent need not maintain any internal state to keep track of the world.

DETERMINISTIC 0 **Deterministic** vs. **nondeterministic.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+KAQAHbwI4dHwFJAAAAABJRU5ErkJggg==)**

If the next state of the environment is completely determined by the current state and the actions selected by the agents, then we say the environment is deterministic. In principle, an agent need not worry about uncertainty in an accessible, deterministic environment. If the environment is inaccessible, however, then it may *appear to ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+GAQAHcwI6SO5UaAAAAABJRU5ErkJggg==)*be nondeterministic. This is particularly true if the environment is complex, making it hard to keep track of all the inaccessible aspects. Thus, it is often better to think of an environment as deterministic or ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+OAQAHdwI8lWsX5gAAAABJRU5ErkJggg==)nondeterministic/rom *the point of view of the agent.*

EPISODIC 0 **Episodic** vs. **nonepisodic.**

In an episodic environment, the agent's experience is divided into "episodes." Each episode consists of the agent perceiving and then acting. The quality of its action depends just on the episode itself, because subsequent episodes do not depend on what actions occur in previous episodes. Episodic environments are much simpler because the agent does not need to think ahead.

STATIC 0 **Static** vs. **dynamic.**

If the environment can change while an agent is deliberating, then we say the environment is dynamic for that agent; otherwise it is static. Static environments are easy to deal with because the agent need not keep looking at the world while it is deciding on an action, nor need it worry about the passage of time. If the environment does not change with the passage of time but the agent's performance score does, then we say the environment is SEMIDYNAMIC ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+BAQAHewI+hDf/RwAAAABJRU5ErkJggg==)**semidynamic.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+RAQAHfQI/kGMvrQAAAABJRU5ErkJggg==)**

DISCRETE 0 **Discrete** vs. **continuous.**

If there are a limited number of distinct, clearly defined percepts and actions we say that the environment is discrete. Chess is discrete—there ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+JAQAHfwJAB2xFxwAAAABJRU5ErkJggg==)are a fixed number of possible moves on each turn. Taxi driving is continuous—the ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+ZAQAHgQJBqO+3RQAAAABJRU5ErkJggg==)speed and location of the taxi and the other vehicles sweep through a range of continuous ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+FAQAHgwJCkhzEKwAAAABJRU5ErkJggg==)values.10

We will see that different environment types require somewhat different agent programs to deal with them effectively. It will turn out, as you might expect, that the hardest case is *inaccessible,![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+VAQAHhQJDhkgUwQAAAABJRU5ErkJggg==) nonepisodic, dynamic,* and *continuous.* It also turns out that most real situations are so complex that whether they are *really* deterministic is a moot point; for practical purposes, they must be treated as nondeterministic.

10![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+DAQAHiwJG+LJksAAAAABJRU5ErkJggg==) At a fine enough level of granularity, even the taxi driving environment is discrete, because the camera image is digitized to yield discrete pixel values. But any sensible agent program would have to abstract above this level, up to a level of granularity that is continuous.

Section ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+TAQAHjQJH7Oa0WgAAAABJRU5ErkJggg==)2.4. Environments 47

Figure ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+LAQAHjwJIK+yvDAAAAABJRU5ErkJggg==)2.13 lists the properties of a number of familiar environments. Note that the answers can change depending on how you conceptualize the environments and agents. For example, poker is deterministic if the agent can keep track of the order of cards in the deck, but it is ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+bAQAHkQJJLY2NLgAAAABJRU5ErkJggg==)nondeterministic if it cannot. Also, many environments are episodic at higher levels than the agent's individual actions. For example, a chess tournament consists of a sequence of games; each game is an episode, because (by and large) the contribution of the moves in one game to the agent's overall performance is not affected by the moves in its next game. On the other hand, moves within a single game certainly interact, so the agent needs to look ahead several moves.
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Figure 2.13 Examples of environments and their characteristics.

**Environment programs**

The generic environment program in Figure ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+HAQAHkwJKF37+QAAAAABJRU5ErkJggg==)2.14 illustrates the basic relationship between agents and environments. In this book, we will find it convenient for many of the examples and exercises to use an environment simulator that follows this program structure. The simulator takes one or more agents as input and arranges to repeatedly give each agent the right percepts and receive back an action. The simulator then updates the environment based on the actions, and possibly other dynamic processes in the environment that are not considered to be agents (rain, for example). The environment is therefore defined by the initial state and the update function. Of course, an agent that works in a simulator ought also to work in a real environment that provides the same kinds of percepts and accepts the same kinds of actions.

The RUN-ENVIRONMENT procedure correctly exercises the agents in an environment. For some kinds of agents, such as those that engage in natural language dialogue, it may be sufficient simply to observe their behavior. To get more detailed information about agent performance, we insert some performance measurement code. The function RUN-EVAL-ENVIRONMENT, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+XAQAHlQJLAyouqgAAAABJRU5ErkJggg==)shown in Figure 2.15, does this; it applies a performance measure to each agent and returns a list of the resulting scores. The *scores* variable keeps track of each agent's score.

In general, the performance measure can depend on the entire sequence of environment states generated during the operation of the program. Usually, however, the performance measure

48 Chapter 2. Intelligent Agents

**procedure ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+PAQAHlwJMyvu9zgAAAABJRU5ErkJggg==)**RuN-ENViRONMENT(>tefc, UPDATE-FN, *agents, termination)*

**inputs: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+fAQAHmQJN0Lw8nAAAAABJRU5ErkJggg==)***state,* the initial state of the environment

UPDATE-FN, function to modify the environment

*agents,* a set of agents

*termination,* a predicate to test when we are done

**repeat**

**for each** *agent* **in** *agents* **do**

**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+AAQAHmwJOWHdwDgAAAABJRU5ErkJggg==)***PERCEPT[agent] ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/y+QAQAHnQJPTCOg5AAAAABJRU5ErkJggg==)*<— *GEY-PERCEPT(agent, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+BAQAHOwIenPjXlQAAAABJRU5ErkJggg==)state)*

**end**

**for each** *agent* **in** *agents* **do**

*ACTlON[agent] — ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+RAQAHPQIfiKwHfwAAAABJRU5ErkJggg==)PROGRAM[agent](PERCEPT[agent})* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+JAQAHPwIgaX8shQAAAABJRU5ErkJggg==)

**end**

*state ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+ZAQAHQQIhJ8nFhwAAAABJRU5ErkJggg==)*<— ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+FAQAHQwIiHTq26QAAAABJRU5ErkJggg==)UPDATE-FN(acft'o«.s, *agents, state)*

**until** *termination(state)*

Figure 2.14 The basic environment simulator program. It gives each agent its percept, gets an action from each agent, and then updates the environment.

**function** RuN-EvAL-ENViRONMENT(itare, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+VAQAHRQIjCW5mAwAAAABJRU5ErkJggg==)UPDATE-FN, *agents,*

*termination,* PERFORMANCE-FN) **returns** *scores*

**local variables:** *scores,* a vector the same size as *agents,* all 0

**repeat**

**for each** *agent* **in** *agents* **do**

*PERCEPT[agent] ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+NAQAHRwIkwL/1ZwAAAABJRU5ErkJggg==)*<- GET-PERCEPT(age«f, *state)* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+dAQAHSQIl2vh0NQAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+DAQAHSwImd5QWcgAAAABJRU5ErkJggg==)

**end**

**for each** *agent* **in** *agents* **do**

ACTTONfagenr] *\*- ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+TAQAHTQInY8DGmAAAAABJRU5ErkJggg==)PROGRAM[agent](PERCEPT[agent])* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+LAQAHTwIopMrdzgAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+bAQAHUQIpoqv/7AAAAABJRU5ErkJggg==)

**end**

*state ^- ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+HAQAHUwIqmFiMggAAAABJRU5ErkJggg==)*UPDATE-FN(acrio/w, *agents, state)* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+XAQAHVQIrjAxcaAAAAABJRU5ErkJggg==)

*scores ^- ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+PAQAHVwIsRd3PDAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+fAQAHWQItX5pOXgAAAABJRU5ErkJggg==)*PERFORMANCE-FN(>c0n?s, *agents, state)*

**until** *termination(state)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+AAQAHWwIuB7qidwAAAABJRU5ErkJggg==)*

**return** *scores I \* change \* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+QAQAHXQIvE+5ynQAAAABJRU5ErkJggg==)I*

**Figure 2.15** An environment simulator program that keeps track of the performance measure for each agent.

works by a simple accumulation using either summation, averaging, or taking a maximum. For i example, if the performance measure for a vacuum-cleaning agent is the total amount of dirt ] cleaned in a shift, *scores* will just keep track of how much dirt has been cleaned up so far.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+IAQAHXwIwyVN5rwAAAABJRU5ErkJggg==)RUN-EVAL-ENVIRONMENT returns the performance measure for a a single environment, defined by a single initial state and a particular update function. Usually, an agent is designed to
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CLASS work in an **environment class,** a whole set of different environments. For example, we design ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/8+YAQAHYQIx938dbQAAAABJRU5ErkJggg==)

ENVIRONMENT

a chess program to play against any of a wide collection of human and machine opponents. If we designed it for a single opponent, we might be able to take advantage of specific weaknesses in that opponent, but that would not give us a good program for general play. Strictly speaking, in order to measure the performance of an agent, we need to have an environment generator that selects particular environments (with certain likelihoods) in which to run the agent. We are then interested in the agent's average performance over the environment class. This is fairly straightforward to implement for a simulated environment, and Exercises 2.5 to ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+bAQAHEQIJk/kV0wAAAABJRU5ErkJggg==)2.11 take you through the entire development of an environment and the associated measurement process.

A possible confusion arises between the state variable in the environment simulator and the state variable in the agent itself (see REFLEX- ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//cHAwAI6AL135HEiwAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//cnAwAI6gL2iqF4wwAAAABJRU5ErkJggg==)AGENT-WITH-STATE). As a programmer imple menting both the environment simulator and the agent, it is tempting to allow the agent to peek at the environment simulator's state variable. This temptation must be resisted at all costs! The agent's version of the state must be constructed from its percepts alone, without access to the complete state information.

2.5 SUMMARY

This chapter has been something of a whirlwind tour of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//cXAwAI7AL3UUiRtQAAAABJRU5ErkJggg==)AI, which we have conceived of as the science of agent design. The major points to recall are as follows:

**• An agent** is something that perceives and acts in an environment. We split an agent into an architecture and an agent program.

**• An ideal agent** is one that always takes the action that is expected to maximize its perfor mance measure, given the percept sequence it has seen so far.

• An agent is **autonomous** to the extent that its action choices depend on its own experience, rather than on knowledge of the environment that has been built-in by the designer.

**• An agent program** maps from a percept to an action, while updating an internal state. • There exists a variety of basic agent program designs, depending on the kind of information made explicit and used in the decision process. The designs vary in efficiency, compactness, and flexibility. The appropriate design of the agent program depends on the percepts, actions, goals, and environment.

**• Reflex agents** respond immediately to percepts, **goal-based agents** act so that they will achieve their goal(s), and **utility-based agents** try to maximize their own "happiness." • The process of making decisions by reasoning with knowledge is central to AI and to successful agent design. This means that representing knowledge is important.

• Some environments are more demanding than others. Environments that are inaccessible, nondeterministic, nonepisodic, dynamic, and continuous are the most challenging.
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BIBLIOGRAPHICAL AND HISTORICAL NOTES

The analysis of rational agency as a mapping from percept sequences to actions probably stems ultimately from the effort to identify rational behavior in the realm of economics and other forms of reasoning under uncertainty (covered in later ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//c3AwAI7gL4Dc5h1gAAAABJRU5ErkJggg==)chapters) and from the efforts of psychological behaviorists such as Skinner ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//cvAwAI8gL6os2IRwAAAABJRU5ErkJggg==)(1953) to reduce the psychology of organisms strictly to input/output or stimulus/response mappings. The advance from behaviorism to functionalism in psychology, which was at least partly driven by the application of the computer metaphor to agents (Putnam, 1960; Lewis, 1966), ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//c/AwAI9gL8K3kZYAAAAABJRU5ErkJggg==)introduced the internal state of the agent into the picture. The philosopher Daniel Dennett (1969; 1978b) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+RAQAG/QH/UD4A1gAAAABJRU5ErkJggg==)helped to synthesize these viewpoints into a coherent "intentional stance" toward agents. A high-level, abstract perspective on agency is also taken within the world of ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+ZAQAHAQIBFpsvuAAAAABJRU5ErkJggg==)AI in (McCarthy and Hayes, 1969). Jon Doyle (1983) proposed that rational agent design is the core of AI, and would remain as its mission while other topics in AI would spin off to form new disciplines. Horvitz *et al. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+VAQAHBQIDODyMPAAAAABJRU5ErkJggg==)*(1988) specifically suggest the use of rationality conceived as the maximization of expected utility as a basis for AI.

The AI researcher and Nobel-prize-winning economist Herb Simon drew a clear distinction between rationality under resource limitations (procedural rationality) and rationality as making the objectively rational choice (substantive rationality) (Simon, 1958). Cherniak ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+OAQAHNwIcjaQ/NAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+eAQAHOQIdl+O+ZgAAAABJRU5ErkJggg==)(1986) explores the minimal level of rationality needed to qualify an entity as an agent. Russell and Wefald ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+HAQAHEwIKqQpmvQAAAABJRU5ErkJggg==)(1991) deal explicitly with the possibility of using a variety of agent architectures. *Dung Beetle Ecol ogy* (Hanski and Cambefort, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+XAQAHFQILvV62VwAAAABJRU5ErkJggg==)1991) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/4+PAQAHFwIMdI8lMwAAAABJRU5ErkJggg==)provides a wealth of interesting information on the behavior of dung beetles. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+AAQAHGwIOH3WKpQAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+IAQAHHwIQ0ZxRfQAAAABJRU5ErkJggg==)

EXERCISES

**2.1** What is the difference between a performance measure and a utility function?

2.2 For each of the environments in Figure 2.3, determine what type of agent architecture is most appropriate (table lookup, simple reflex, goal-based or utility-based).

2.3 Choose a domain that you are familiar with, and write a PAGE description of an agent for the environment. Characterize the environment as being accessible, deterministic, episodic, static, and continuous or not. What agent architecture is best for this domain?

2.4 While driving, which is the best policy?

a. Always put your directional blinker on before turning,

b. Never use your blinker,

c. Look in your mirrors and use your blinker only if you observe a car that can observe you?

What kind of reasoning did you need to do to arrive at this policy (logical, goal-based, or utility ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+EAQAHIwIS1UNG0QAAAABJRU5ErkJggg==)based)? What kind of agent design is necessary to carry out the policy (reflex, goal-based, or ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+MAQAHJwIUCMYFXwAAAABJRU5ErkJggg==)utility-based)?

Section ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/0+CAQAHKwIWv+3mSgAAAABJRU5ErkJggg==)2.5. Summary 51![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38lAwAIUAKo2frwsAAAAABJRU5ErkJggg==)

The following exercises all concern the implementation of an environment and set of agents in the vacuum-cleaner world.

2.5 Implement a performance-measuring environment simulator for the vacuum-cleaner world. This world can be described as follows:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/381AwAIVAKqVyOljgAAAABJRU5ErkJggg==)<) **Percepts:** Each vacuum-cleaner agent gets a three-element percept vector on each turn. The first element, a touch sensor, should be a 1 if the machine has bumped into something and a 0 otherwise. The second comes from a photosensor under the machine, which emits a 1 if there is dirt there and a 0 otherwise. The third comes from an infrared sensor, which emits a 1 when the agent is in its home location, and a 0 otherwise.

**0 Actions:** There are five actions available: go forward, turn right by ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38tAwAIWAKs42srdgAAAABJRU5ErkJggg==)90°, turn left by ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/389AwAIXAKubbJ+SAAAAABJRU5ErkJggg==)90°, suck up dirt, and turn off.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38jAwAIYAKwjS24TAAAAABJRU5ErkJggg==)<) **Goals:** The goal for each agent is to clean up and go home. To be precise, the performance measure will be 100 points for each piece of dirt vacuumed up, minus 1 point for each action taken, and minus 1000 points if it is not in the home location when it turns itself off.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38zAwAIZAKyA/TtcgAAAABJRU5ErkJggg==)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38rAwAIaAK0t7xjigAAAABJRU5ErkJggg==)<) **Environment:** The environment consists of a grid of squares. Some squares contain obstacles (walls and furniture) and other squares are open space. Some of the open squares contain dirt. Each "go forward" action moves one square unless there is an obstacle in that square, in which case the agent stays where it is, but the touch sensor goes on. A "suck up dirt" action always cleans up the dirt. A "turn off" command ends the simulation.

We can vary the complexity of the environment along three dimensions:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38bAwAIagK1a1wiIAAAAABJRU5ErkJggg==)*<y* **Room shape:** In the simplest case, the room is an *n ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//88AwAInALOROMHPgAAAABJRU5ErkJggg==)*x *n ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8CAwAIngLPyDw9yQAAAABJRU5ErkJggg==)*square, for some fixed *n.* We can make it more difficult by changing to a rectangular, L-shaped, or irregularly shaped room, or a series of rooms connected by corridors.

0 **Furniture:** Placing furniture in the room makes it more complex than an empty room. To the vacuum-cleaning agent, a piece of furniture cannot be distinguished from a ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38PAwAIdgK7Cknt7gAAAABJRU5ErkJggg==)wall by perception; both appear as a 1 on the touch sensor.

0 **Dirt placement:** In the simplest case, dirt is distributed uniformly around the room. But it is more realistic for the dirt to predominate in certain locations, such as along a heavily travelled path to the next room, or in front of the couch.

2.6 Implement a table-lookup agent for the special case of the vacuum-cleaner world consisting of a 2 x 2 grid of open squares, in which at most two squares ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38fAwAIegK9je4tcQAAAABJRU5ErkJggg==)will contain dirt. The agent starts in the upper left corner, facing to the right. Recall that a table-lookup agent consists of a table of actions indexed by a percept sequence. In this environment, the agent can always complete its task in nine or fewer actions (four moves, three turns, and two suck-ups), so the table only needs entries for percept sequences up to length nine. At each turn, there are eight possible percept vectors, so the table will be of size 8![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8gAwAIgALAFhmGlwAAAABJRU5ErkJggg==)9 = 134,217,728. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8wAwAIhALCmMDTqQAAAABJRU5ErkJggg==)Fortunately, we can cut this down by realizing that the touch sensor and home sensor inputs are not needed; we can arrange so that the agent never bumps into a wall and knows when it has returned home. Then there are only two relevant percept vectors, ?0? and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8YAwAIigLF8Ggc+wAAAABJRU5ErkJggg==)?!?, and the size of the table is at most ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8EAwAIjgLHuREjsQAAAABJRU5ErkJggg==)29 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8UAwAIkgLJLEvIbAAAAABJRU5ErkJggg==)= 512. Run the environment simulator on the table-lookup agent in all possible worlds (how many are ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8MAwAIlgLLkX3TNQAAAABJRU5ErkJggg==)there?). Record its performance score for each world and its overall average score.
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2.7 Implement an environment for *anxm ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8sAwAImALMyjpSAAAAAABJRU5ErkJggg==)*rectangular room, where each square has a 5% chance of containing dirt, and *n* and *m* are chosen at random from the range 8 to 15, inclusive.

2.8 Design and implement a pure reflex agent for the environment of Exercise 2.7, ignoring the requirement of returning home, and measure its performance. Explain why it is impossible to have a reflex agent that returns ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+HAQAIFgKL6NBUywAAAABJRU5ErkJggg==)homeland shuts itself off. Speculate on what the best possible reflex agent could do. What prevents a reflex agent from doing very well?

2.9 Design and implement several agents with internal state. Measure their performance. How close do they come to the ideal agent for this environment?

2.10 Calculate the size of the table for a table-lookup agent in the domain of Exercise 2.7. Explain your calculation. You need not fill in the entries for the table.

2.11 Experiment with changing the shape and dirt placement of the room, and with adding furniture. Measure your agents in these new environments. Discuss how their performance might be improved to handle more complex geographies.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+OAQAH+gJ90Q1/owAAAABJRU5ErkJggg==)Part II

PROBLEM-SOLVING

In this part we show how an agent can act by establishing *goals* and considering sequences of actions that might achieve those goals. A goal and a set of means for achieving the goal is called a *problem,* and the process of exploring what the means can do is called *search.* We show what search can do, how it must be modified to account for adversaries, and what its limitations are.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+eAQAH/AJ+K1fOZQAAAABJRU5ErkJggg==)

PROBLEM-SOLVING

AGENT

3SOLVING PROBLEMS BY SEARCHING

*In which we look at how an agent can decide what to do by systematically considering the outcomes of various sequences of actions that it might take.*

In Chapter 2, we saw that simple reflex agents are unable to plan ahead. They are limited in what they can do because their actions are determined only by the current percept. Furthermore, they have no knowledge of what their actions do nor of what they are trying to achieve.

In this chapter, we describe one kind of goal-based agent called a **problem-solving agent.** Problem-solving agents decide what to do by finding sequences of actions that lead to desirable states. We discuss informally how the agent can formulate an appropriate view of the problem it faces. The problem type that results from the formulation process will depend on the knowledge available to the agent: principally, whether it knows the current state and the outcomes of actions. We then define more precisely the elements that constitute a "problem" and its "solution," and give several examples to illustrate these definitions. Given precise definitions of problems, it is relatively straightforward to construct a search process for finding solutions. We cover six different search strategies and show how they can be applied to a variety of problems. Chapter 4 will then cover search strategies that make use of more information about the problem to improve the efficiency of the search process.

This chapter uses concepts from the analysis of algorithms. Readers unfamiliar with the concepts of asymptotic complexity and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+BAQAH/gJ/zkLGugAAAABJRU5ErkJggg==)NP-completeness should consult Appendix A.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+JAQAIAgKBQxXNJAAAAABJRU5ErkJggg==)

•LL\_PRQBLEM-SOLVING AGENTS

Intelligent agents are supposed to act in such a way that the environment goes through a sequence of states that maximizes the performance measure. In its full generality, this specification is difficult to translate into a successful agent design. As we mentioned in Chapter 2, the task is somewhat simplified if the agent can adopt a **goal** and aim to satisfy it. Let us first look at how and why an agent might do this.
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Imagine our agent in the city of Arad, Romania, toward the end of a touring holiday. The agent has a ticket to fly out of Bucharest the following day. The ticket is nonrefundable, the agent's visa is about to expire, and after tomorrow, there are no seats available for six weeks. Now the agent's performance measure contains many other factors besides the cost of the ticket and ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+FAQAIBgKDbbJuoAAAAABJRU5ErkJggg==)the.undesirability of being arrested aqd deported. For example, it wants to improve its suntan, improve its Romanian, take in the sights, and so on. All these factors might suggest any of a vast array of possible actions. Given the seriousness of the situation, however, it should adopt the goal of driving to Bucharest. Actions that result in a failure to reach Bucharest on time can be rejected without further consideration. Goals such as this help organize behavior by limiting the

GOAL FORMULATION

PROBLEM

FORMULATION

objectives that the agent is trying to achieve. **Goal formulation,** based on the current situation, is the first step in problem solving. As well as formulating a goal, the agent may wish to decide on some other factors that affect the desirability of different ways of achieving the goal.

For the purposes of this chapter, we will consider a goal to be a set of world ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+NAQAICgKFviR8lgAAAABJRU5ErkJggg==)states—just those states in which the goal is satisfied. Actions can be viewed as causing transitions between world states, so obviously the agent has to find out which actions will get it to a goal state. Before it can do this, it needs to decide what sorts of actions and states to consider. If it were to try to consider actions at the level of "move the left foot forward 18 inches" or "turn the steering wheel six degrees left," it would never find its way out of the parking lot, let alone to Bucharest, because constructing a solution at that level of detail would be an intractable problem. **Problem formulation** is the process of deciding what actions and states to consider, and follows goal formulation. We will discuss this process in more detail. For now, let us assume that the agent will consider actions at the level of driving from one major town to another. The states it will consider therefore correspond to being in a particular ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+DAQAIDgKHBxzOOwAAAABJRU5ErkJggg==)town.'

Our agent has now adopted the goal of driving to Bucharest, and is considering which town to drive to from Arad. There are three roads out of Arad, one toward Sibiu, one to Timisoara,![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+TAQAIEAKI5sXBHgAAAABJRU5ErkJggg==) and one to Zerind. None of these achieves the goal, so unless the agent is very familiar with the geography of Romania, it will not know which road to follow.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+LAQAIEgKJxnf3TwAAAABJRU5ErkJggg==)2 In other words, the agent will not ]

know which of its possible actions is best, because it does not know enough about the state that j results from taking each action. If the agent has no additional knowledge, then it is stuck. The i best it can do is choose one of the actions at random.

But suppose the agent has a map of Romania, either on paper or in its memory. The point I of a map is to provide the agent with information about the states it might get itself into, and j the actions it can take. The agent can use this information to consider subsequent stages of a j hypothetical journey through each of the three towns, to try to find a journey that eventually gets j to Bucharest. Once it has found a path on the map from Arad to Bucharest, it can achieve its goal; by carrying out the driving actions that correspond to the legs of the journey. In general, then, an j agent with several immediate options of unknown value can decide what to do by first examining ; different possible *sequences* of actions that lead to states of known value, and then choosing the j best one. This process of looking for such a sequence is called **search.** A search algorithm takes ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/7+bAQAIFAKKPC1GiQAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38KAwAIJgKTAXhEAwAAAABJRU5ErkJggg==)

a problem as input and returns a **solution** in the form of an action sequence. Once a solution is

1![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38qAwAIKAKUWj/FNgAAAABJRU5ErkJggg==) Notice that these states actually correspond to large *sets* of world states, because a world state specifies every aspect of reality. It is important to keep in ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38aAwAIKgKVht+EnAAAAABJRU5ErkJggg==)mind the distinction between states in problem solving and world states. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/386AwAILAKW1OaQCAAAAABJRU5ErkJggg==)2 We are assuming that most readers are in the same position, and can easily imagine themselves as clueless as our agent. We apologize to Romanian readers who are unable to take advantage of this pedagogical device.
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EXECUTION found, the actions it recommends can be carried out. This is called the **execution** phase. Thus, we have a simple "formulate, search, execute" design for the agent, as shown in Figure ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38mAwAIMAKYhhwRoQAAAABJRU5ErkJggg==)3.1. After formulating a goal and a problem to solve, the agent calls a search procedure to solve it. It then uses the solution to guide its actions, doing whatever the solution recommends as the next thing to do, and then removing that step from the sequence. Once the solution has been executed, the agent will find a new goal. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/382AwAINAKaCMVEnwAAAABJRU5ErkJggg==)

**function ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38uAwAIOAKcvI3KZwAAAABJRU5ErkJggg==)**SIMPLE-PROBLEM-SOLVING-AGENT(P) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38+AwAIPAKeMlSfWQAAAABJRU5ErkJggg==)**returns** an action

**inputs:** *p, a* percept

**static:** *s,* an action sequence, initially empty

*state,* some description of the current world state

*g,* a goal, initially null

*problem,* a problem formulation

*state ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38BAwAIPgKfGPyuGgAAAABJRU5ErkJggg==)*<— ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/38RAwAIQgKh46i+SwAAAABJRU5ErkJggg==)UPDATE-STATE(sfa/e, *p)*

if *s* is empty then

g — FORMULATE-GOAL(,s?afe)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MPAwAIZAK1pfyiuAAAAABJRU5ErkJggg==)

*problem ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MvAwAIZgK28Mwe8AAAAABJRU5ErkJggg==)*<— FORMULATE-PROBLEM(.stafe, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MfAwAIaAK3JTamPgAAAABJRU5ErkJggg==)*g)*

*s ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3M/AwAIagK4ebBWXQAAAABJRU5ErkJggg==)r- SE&RCH( ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MAAwAIbAK5BypKGAAAAABJRU5ErkJggg==)problem)*

*action* — ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MgAwAIbgK6Uhr2UAAAAABJRU5ErkJggg==)RECOMMENDATION^, *state)*

*s* <— ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MQAwAIcAK7m8bt7gAAAABJRU5ErkJggg==)REMAINDER^, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MwAwAIcgK8yZuVvwAAAABJRU5ErkJggg==)*state)*

**return** *action*

**Figure 3.1** A simple problem-solving agent.

We will not discuss the UPDATE-STATE and FORMULATE-GOAL ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MIAwAIdAK9IZ0yrgAAAABJRU5ErkJggg==)functions further in this chapter. The next two sections describe the process of problem formulation, and then the remainder of the chapter is devoted to various versions of the SEARCH function. The execution phase is usually straightforward for a simple problem-solving agent: RECOMMENDATION just takes the first action in the sequence, and REMAINDER returns the rest.

•L2\_\_ ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MoAwAIdgK+dK2O5gAAAABJRU5ErkJggg==)FORMULATING PROBLEMS

In this section, we will consider the problem formulation process in more detail. First, we will look at the different amounts of knowledge that an agent can have concerning its actions and the state that it is in. This depends on how the agent is connected to its environment through its percepts and actions. We find that there are four essentially different types of problems—single state problems, multiple-state problems, contingency problems, and exploration problems. We will define these types precisely, in preparation for later sections that address the solution process.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MYAwAIeAK/oVc2KAAAAABJRU5ErkJggg==)
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**Knowledge and problem types**

Let us consider an environment somewhat different from Romania: the vacuum world from Exercises 2.5 to ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//M4AwAIegLArdS3dwAAAABJRU5ErkJggg==)2.11 in Chapter 2. We will simplify it ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MEAwAIfALBsZ00dQAAAABJRU5ErkJggg==)even further ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MkAwAIfgLC5K2IPQAAAABJRU5ErkJggg==)for the sake of exposition. Let the world contain just two locations. Each location may or may not contain dirt, and the agent may be in one location or the other. There are 8 possible world states, as shown in Figure 3.2. The agent has three possible actions in this version of the vacuum world: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MUAwAIgALDhJNDIwAAAABJRU5ErkJggg==)*Left, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//M0AwAIggLE1s47cgAAAABJRU5ErkJggg==)Right,* and *Suck.* Assume, for the moment, that sucking is 100% ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MMAwAIhALFPsicYwAAAABJRU5ErkJggg==)effective. The goal is to clean up all the dirt. That is, the goal is equivalent to the state set {7,8}.![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//MsAwAIhgLGa/ggKwAAAABJRU5ErkJggg==)

**Figure** 3.2 The eight possible states of the simplified vacuum world.

First, suppose that the agent's sensors give it enough information to tell exactly which state it is in (i.e., the world is accessible); and suppose that it knows exactly what each of its actions does. Then it can calculate exactly which state it will be in after any sequence of actions. For example, ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//McAwAIiALHvgKY5QAAAABJRU5ErkJggg==)if its initial state is 5, then it ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//M8AwAIigLI4oRohgAAAABJRU5ErkJggg==)can calculate that the action sequence ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MHAwAIXAKxuwac7gAAAABJRU5ErkJggg==)*[Right,Suck]* will get

SINGLE-STATE PROBLEM

MULTIPLE-STATE PROBLEM

to a goal state. This is the simplest case, which we call a **single-state problem.** Second, suppose that the agent knows all the effects of its actions, but has limited access to the world state. For example, in the extreme case, it may have no sensors at all. In that case, it knows only that its initial state is one of the set {1,2,3,4,5,6,7,8}. One might suppose that the agent's predicament is hopeless, but in fact it can do quite well. Because it knows what its actions do, it can, for example, calculate that the action *Right* will cause it to be in one of the states {2,4,6,8}. In fact, the agent can discover that the action sequence ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MnAwAIXgKy7jYgpgAAAABJRU5ErkJggg==)*[Right,Suck,Left,Suck]* is guaranteed to reach a goal state no matter what the start state. To summarize: when the world is not fully accessible, the agent must reason about sets of states that it might get to, rather than single states. We call this a **multiple-state problem.**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3MXAwAIYAKzH6d9+AAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4/3M3AwAIYgK0TfoFqQAAAABJRU5ErkJggg==)